
Minimal Mobile 
Human Computer Interaction
Abdallah El Ali





Minimal Mobile
Human Computer Interaction

Abdallah A. El Ali





Minimal Mobile
Human Computer Interaction

ACADEMISCH PROEFSCHRIFT

ter verkrijging van de graad van doctor aan de
Universiteit van Amsterdam

op gezag van de Rector Magnificus
prof.dr. D.C. van den Boom

ten overstaan van een door het college voor promoties ingestelde
commissie, in het openbaar te verdedigen in

de Agnietenkapel
op vrijdag 15 november 2013, te 12:00 uur

door

Abdallah El Ali

geboren te Riyadh, Saudi Arabia



Promotiecommissie

Promotor:
Prof. dr. L. Hardman

Co-promotor:
Dr. F. Nack

Overige leden:
Prof. dr. B. Wielinga
Prof. dr. ir. B. Kröse
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1
Introduction

In the last 20 years, the rise of new hardware devices, ubiquitous wireless networks, and
widespread adoption of personal computing devices in everyday life, have allowed entry
into a new technological era in Human Computer Interaction (HCI). During the early days
of HCI, the context in which systems were used was strongly influenced by the place in
which computers were set up. Personal computers were primarily used in office environ-
ments or in factories to automate production. In such environments, the context of use was
relatively static, where computers were used for a limited set of functions (e.g., as arith-
metic calculators). However, with the rise of mobile devices in the late 1980’s and 1990’s,
this changed as devices became smaller, more portable with GPS and constant internet con-
nectivity. By the early 90’s, the first cellular phone to incorporate personal assistance and
internet connectivity features (e.g., e-mail) was the Simon Personal Computer developed
by BellSouth.1 These portable computers are now called smartphones.

The constant change of physical and social context in a user’s situation made possible
by the portability of mobile devices also means that the user’s attention becomes limited. If
a user wishes to perform a task on her smartphone (e.g., calling, texting, or reading a map),
this consumes her information processing resources. This makes it difficult to focus on
the surrounding environment or a given social situation. This can result in user frustration,
accidents, and an inefficient and ineffective means of interacting with smartphones. In other
words, it can result in situational impairments and negatively affect the user’s experience.
In order to deal with sensory and information overload, researchers and designers in HCI
have proposed different solutions. One solution from the field of context-aware computing
is to make use of context-awareness, so that mobile devices can sense, learn from, and
adapt to the user, thus freeing the user’s attentional resources. Another solution from the
field of multimodal interaction is to design and develop non-visual input techniques (such
as gestural or speech input), so that the user need not rely on his or her visual sense while
interacting with a smartphone in an urban setting.

This thesis draws from both of these solutions, where we introduce the concept of
minimal mobile HCI. The goal here is to design mobile interactions that require minimal
reliance on visual touchscreen interactions, so that they can be suitable for use in urban
settings. To explain the motivation behind introducing this concept and how it can help
design for good user experiences (Preece et al., 2002), some background is necessary. We

1http://www.businessweek.com/articles/2012-06-29/before-iphone-and-android-came-simon-the-first-
smartphone; last retrieved: 01-08-2013
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1. Introduction

give an overview of the broad field of mobile HCI, and two other closely related fields:
context-aware computing and multimodal interaction.

A visual illustration of each field that contributes to minimal mobile HCI is shown in
Fig. 3.1. In mobile HCI, the concern is studying how users interact with mobile technology
(e.g., optimizing touchscreen keyboard layout to increase user typing accuracy and effi-
ciency). In Context-aware computing, the concern is to design and develop technologies
that can sense user behavior and the environment to provide intelligent applications and
services (e.g., urban lampposts that turn on when their proximity sensors are activated). In
multimodal interaction, the concern is to design and develop technology that allows users
to interact with technology in a natural way (e.g., through voice- or gesture-based inter-
faces). Minimal mobile HCI, by contrast, complements and makes use of mobile HCI,
context-aware computing, and multimodal interaction, where the goal is to design and de-
velop technology that makes minimal use of users’ visual modality. Each of these fields
will be explained in detail below.

Multimodal Interaction
Context-aware 

Computing 

Minimal Mobile
Human Computer Interaction

Mobile 
Human Computer Interaction

Figure 1.1: Overview of the different fields related to this thesis.
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1.1. Background

1.1 Background

1.1.1 Mobile Human Computer Interaction

Mobile HCI is defined as the “study of the relationship (interaction) between people and
mobile computer systems and applications that they use on a daily basis” (Love, 2005,
p. 2). Whether this involves the design of a new technique to visualize off-screen objects
on a small mobile display, an application that allows uploading a photo to a social network,
or doing collaborative work by sharing a document on one’s mobile device, these are all
examples of mobile HCI. For our purposes, we are concerned with understanding users of
mobile devices, their capabilities and expectations, and how these influence the design of
mobile systems or applications. For mobile interaction, there are distinctive aspects that
pose interaction design challenges in providing the optimal user experience for users of
mobile devices. As reviewed by Chittaro (2009), these include:

• Hardware limitations: Small screen (cf., Zwick et al. (2005); Kärkkäinen and
Laarni (2002)), limited input and output channels

• Perceptual limitations: Noisy street, sunlight reflection, device is sometimes out-
side of the user’s line of sight (Obrenovic et al., 2007; Oulasvirta et al., 2005)

• Motor limitations: Voluntary movements when inside a moving vehicle, and the fat-
finger problem (higher portability by reducing the screen size comes at the expense
of target accuracy and precision (Kane et al., 2008; Parhi et al., 2006))

• Social issues: Awkwardness (e.g., a phone ring while at a conference), or in some
cultures, performing 3D motion gestures in front of strangers (Rico and Brewster,
2009)

• Cognitive limitations: Humans have a limited attention span (3-4 second bursts
(Oulasvirta et al., 2005), high stress and perceived workload (multitasking and inter-
ruption issues (Mcfarlane and Mcfarlane, 1997)), limited memory (working memory
4-7 items (Baddeley et al., 1974; Baddeley, 2003))

Each of these aspects influences the adoption of mobile technologies, and are relevant
for the future of mobile HCI. Essentially, a mobile context means users’ cognitive (e.g., at-
tention and memory), perceptual and motor resources are limited (Tamminen et al., 2004).
For example, consider the situation where a person is talking with a friend, and simultane-
ously scrolling through a map to navigate to the right destination and crossing the street.
This may pose safety issues. In short, more information presented to the user, while already
in a dynamic urban setting, can incur further sensory and information overload. In short,
visual attention in a mobile setting becomes a scarce cognitive resource. So what can be
done about this? New hardware and sensing capabilities have resulted in major innovations
in how we interact with computers, where two important trends in mobile computing and
HCI can address the problem of information and sensory overload. These trends that have
emerged are context-aware computing and multimodal interaction.

3



1. Introduction

1.1.2 Context-aware Computing

Ubiquitous Computing

Over the last decade, the small form factor of mobile devices now allows users to carry
computers with them and use them in a variety of situations (Bentley and Barrett, 2012).
This gave rise to the challenge of how to make mobility transparent for the user, so that
users can access information wherever they are. This provision of contextualized informa-
tion anytime, anywhere, to the right persons as they go about their daily lives is part of this
emerging paradigm dubbed as ubiquitous computing (Weiser, 1991), context-aware com-
puting (Dey et al., 2001), pervasive computing (Ark and Selker, 1999), or more recently,
everyware (Greenfield, 2006).

Irrespective of the name given, a central tenet of this paradigm is the promise of popu-
lating our everyday lives with context-aware services that make interaction with the world
easier, more manageable, more enjoyable, and more efficient. This endeavor is made pos-
sible through embedding (at times personal and imperceptible) low-cost and low-power
sensors and devices into our everyday environment. Mark Weiser stated in the early 90’s
(Weiser, 1991) that when computers become a part of everyday life, it is essential that they
are easy to use, and ultimately disappear: “The most profound technologies are those that
disappear. They weave themselves into the fabric of everyday life until they are indistin-
guishable from it” (p. 66). One significant example has been the widespread adoption of
location-aware technologies such as GPS-enabled mobile devices (smartphones) and auto-
motive GPS, which have now become inextricably embedded in our daily lives.

Urban Computing

Progress in ubiquitous computing gradually gave rise to a closely related area of research
known as urban computing or urban HCI (Fischer and Hornecker, 2012; Paulos and Jenk-
ins, 2005). Urban computing is concerned with the interaction between humans and public
environments, such as cities, parks, or suburbs. It essentially refers to “the situation that is
composed of the built environment, the interface and any associated computer system, and
the social context” (Fischer and Hornecker, 2012, p. 307). Examples of research in this
area (Paulos and Jenkins, 2005) include pedestrian navigation, citizen journalism, urban
planning, rendezvousing, public displays, and window shopping.

One of the goals of urban computing is to enable so-called ’smart-cities’, which make
use of embedded sensors that allow seamless and invisible interaction in the user’s daily
life. However, for realizing smart cities, sensors need not be embedded directly in the en-
vironment. Smartphones, which are already equipped with a large number of sensors, can
enable so-called ‘smarter cities’. Interaction possibilities with smartphones, from social
networks through video capture, route planning, and interaction with public displays, have
transformed how we interact in an urban environment. Social networks allow us to connect
with friends and strangers while on the go (e.g., Facebook2 on smartphones); video capture
allows us to capture and store content about the environment, enabling so-called citizen
journalism (e.g., YouTube3); interaction with small and large public displays allows perva-

2https://www.facebook.com/; last retrieved: 01-08-2013
3http://www.youtube.com/; last retrieved: 01-08-2013
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sive access to information in public places (Müller et al., 2010), and digital route planning
influences the routes we take in a city (e.g., Google Maps4).

Wearable Computing

Another related area is a trend in computing that promises to deliver what are called Wear-
able Computers (Mann, 1997). Recently, efforts towards providing a good user experi-
ence for wearable computers has resulted in what is informally dubbed as Glanceable User
Interfaces (UIs). The goal of such interfaces is to minimize attentional demands from
the user. Examples include Head Mounted Displays (HMDs) (Lucero et al., 2013; Cak-
makci and Rolland, 2006) such as Google Glass,5 smart wrist watches (Raghunath and
Narayanaswami, 2002) such as Apple’s anticipated iWatch,6 or other small sized touch
devices (Baudisch and Chu, 2009).

For all these devices, they are meant to be worn by the user on a daily basis and for
an indefinite amount of time. This means that the information presented to the user should
not be always in the user’s attentional spotlight, so as not to distract from other daily living
tasks – they should be ‘glanceable’. Some wearables, including Google Glass, additionally
support voice-based interaction, so that the user need not devote full visual attention to
performing interface tasks such as dialing a contact or requesting navigation instructions.
HMDs like Google Glass or NotifEye (Lucero et al., 2013) provide good examples of
minimal interaction, as they combine both non-visual interaction techniques with touch-
based interaction. This combination ensures a good user experience, especially when users
interact with them in outdoor, urban settings.

1.1.3 Multimodal Interaction

Multimodal Input

Multimodal user interfaces, in emphasizing human communication and motor skills, seek
to make human computer interaction more natural and more effective (Turk and Robert-
son, 2000). Multimodal interaction refers to the situation where the user is provided with
multiple modalities for interacting with a system, typically through natural means such as
speech, gaze or gestures. Specifically, multimodal interfaces “process two or more com-
bined user input modes (such as speech, pen, touch, manual gesture, gaze, and head and
body movements) in a coordinated manner with multimedia system output. They are a new
class of interfaces that aim to recognize naturally occurring forms of human language and
behavior, and which incorporate one or more recognition-based technologies (e.g. speech,
pen, vision)” (Oviatt, 2003, p. 286). Research in multimodal interaction is typically split
between multimodal input (e.g., use of speech, gestures, eye gaze) to control a system or
interface, and multimodal output which focuses on the type of feedback provided to users
when they interact with a device or interface. In this thesis, we focus mainly on multimodal
input.

4https://www.google.com/maps/; last retrieved: 01-08-2013
5http://www.google.com/glass/ ; last retrieved: 01-08-2013
6http://techcrunch.com/2013/04/01/apples-iwatch-is-actually-just-a-wrist-band-that-attaches-to-your-iphone-

ipad/ ; last retrieved: 01-08-2013
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Multimodal interaction is closely related to a recent trend in Human Computer Interac-
tion that aims to provide what are called Natural User Interfaces (NUIs) (Jain et al., 2011).
As stated by Jain et al. (2011), this class of interfaces enables users to interact with comput-
ers in the way we interact with the world. An important element of such natural interaction
is the use of 3D gestures. However gestures alone do not suffice to allow seamless natu-
ral interaction, as the user still needs to receive feedback from the system on a performed
gesture (Norman, 2010). This is usually complemented by the use of touchscreen buttons,
menus, auditory or speech feedback, or some kind of visual feedback from the system.
This is an important aspect for provision of minimal mobile interactions that make use
of non-visual interaction techniques such as 3D gestural input. For such minimal interac-
tion, complementing user interaction with minimum visual interaction (e.g., feedback on
actions) is necessary to provide a minimally attention demanding user experience.

Eyes-Free Mobile Interaction

Interaction with smartphones is typically achieved through touchscreen interaction, where
information is usually presented visually. However, user attention is a scarce resource
during interaction (Oulasvirta et al., 2005), especially under mobile settings (e.g., crossing
the street). To address the issue of limited visual attention for mobile users, researchers and
designers have attempted to make use of non-visual modalities when designing interfaces.
These interfaces rely on auditory (Vazquez-Alvarez and Brewster, 2011; Li et al., 2008;
Zhao et al., 2007) or gestural/haptic interaction (Ashbrook et al., 2011; Ketabdar et al.,
2010c; Baudisch and Chu, 2009) with smartphones in order to minimize the need for visual
attention. This wave of research is known as multimodal ‘eyes-free’ interaction (Yi et al.,
2012; Brewster et al., 2003).

Given the cognitive burdens associated with urban environments, and the social and
interactional limitations of using smartphones in such settings, eyes-free interaction pro-
vided at least initially a suitable goal for mobile interaction designers. When analyzing the
motivations behind using eyes-free interaction from a user-centered perspective, Yi et al.
(2012) found that motivations fell along two dimensions: context dependency (independent
vs. contextual) and physicality (physical vs. human). Under these dimensions, motivations
were clustered:

1. Environmental (contextual + physical), which includes enabling operations under
extreme lighting conditions and improving safety in task-switching

2. Social (contextual + human), which includes fostering social respect, avoiding inter-
ruption of human activities, and protecting private information

3. Device (independent + physical), which includes enabling operations with small or
no screens and enabling multitasking on the same device

4. Personal (independent + human), which includes entertainment, desire for self-
expression, and lower perceived effort

Given the foregoing issues, eyes-free interaction can be used to address the attentional
demands that our smartphones require of us, as well as ease the multitasking costs and frus-
tration that arises out of smartphone use in urban settings (Tamminen et al., 2004). More-
over, it provides one solution to the ‘fat-finger’ problem (cf., Baudisch and Chu (2009)),
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which occurs as a a result of the small screen size of mobile displays Chittaro (2006);
Brewster (2002); Forman and Zahorjan (1994).

Evaluating Usability and User Experience

While there has been much work designing and developing such eyes-free interaction tech-
niques, the usability and user experience (UX) issues associated with these techniques is
an ongoing research effort within the HCI, ubiquitous computing as well as more gener-
ally the User Experience communities. Usability here is based on the ISO 9241-11 (1998)
definition:

“The extent to which a product can be used by specified users to achieve spec-
ified goals with effectiveness, efficiency, and satisfaction in a specified context
of use.”

Likewise for UX, we make use of the ISO 9241-210 (1994) definition:

“A person’s perceptions and responses that result from the use or anticipated
use of a product, system or service.”

This means that all the research carried out in this thesis involved rigorous user testing,
whether quantitative (e.g., Likert-scale questionnaires, duration analysis) or qualitative
(video analysis, focus groups, interviews). Investigating these issues in mobile interac-
tions that make minimal use of visual touchscreen interaction is crucial to the adoption of
such ’eyes-free’ interaction methods, and is the topic of this thesis.

From a practical perspective, while research efforts dedicated to providing complete
eyes-free interaction solutions have shown such interaction techniques to be usable within
research contexts (e.g., Vazquez-Alvarez and Brewster (2011); Williamson et al. (2007);
Zhao et al. (2007); Brewster et al. (2003)), interaction designers still largely rely on the
touchscreen model for smartphone interactions despite the lack of screen space on a mobile
screen (Brewster, 2002; Forman and Zahorjan, 1994). This is used to support typical user
tasks for mobile interaction, such as calling, texting, taking photos, or playing games. This
can be seen from for example Android’s Design Guidelines for gestural interaction7 or
Apple’s iOS Human Interface Guidelines for User Experience.8

1.2 Research

1.2.1 Outline
This thesis examines whether we can reduce the attentional costs and ultimately improve
the user experience associated with smartphone use. We introduce the concept of mini-
mal mobile human computer interaction, a subset of eyes-free mobile interaction that al-
lows minimal combination of the visual modality with other sensory modalities to mini-
mize attentional demand, frustration, and situational impairments when users interact with

7http://developer.android.com/design/patterns/gestures.html; last retrieved: 01-08-2013
8http://developer.apple.com/; last retrieved: 01-08-2013
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1. Introduction

smartphones. Our goal is to design mobile interactions that require minimal reliance on
touchscreen interactions, in order to enhance users’ experience of interacting with their
smartphones. Especially in an urban context where interaction costs (whether perceptual,
cognitive, motor, or social) are higher.

Research statement: This thesis investigates the usability and user experience
issues associated with minimal mobile human computer interaction.

We carried our research in different domains: Urban Interaction (Chapter 1, 3), Playful
Interaction (Chapter 2, 5), Task Independent Interaction (Chapter 4), User Authentication
(Chapter 6). A summary of how each thesis part relates to each chapter and study, the
system/technique under investigation, the domain, and the publication source, are shown in
Table 1.1. The common denominator across all studies was ensuring rigorous user testing
(whether in the laboratory or in the wild), with the goal of improving the usability and user
experience (UX) of the designed minimal mobile interactions. To this end, we focus on
two main themes of mobile interaction design:

1. Minimizing mobile interaction by making use of context-awareness (Part I)

2. Minimizing mobile interaction by making use of gestural input techniques (Part II).

Chapter Study / RQ System / Technique Domain Publication
2 LMM Location-aware Urban Exploration El Ali et al. (2010)

RQ1 Multimedia Messaging

Pa
rt

I 3 Playful LMM Location-aware Playfulness, Urban El Ali et al. (2011)
RQ2 Multimedia Messaging

4 Route Planner Exploration-based Urban Exploration El Ali et al. (2013b)
RQ3 Route Planner

5 Gesture Errors 3D Gestural Task-independent El Ali et al. (2012)
RQ4 Interaction

Pa
rt

II 6 Playful Gestural Interaction Magnet-based Playfulness, Music El Ali and Ketabdar (2013)
RQ5 ADI

7 Gestural Authentication Magnet-based User Authentication El Ali et al. (2013a)
RQ 6 ADI

Table 1.1: Summary of each thesis chapter.

1.2.2 Research Questions

In Part I of the thesis, we focus on context-aware computing. To design and evaluate
minimal mobile interactions, we start by investigating the contextual factors associated with
location-based media production and consumption by city residents (LMM Study). To do
this, we evaluated a location-aware multimedia messaging (LMM) system that allows users
to create multimedia content anchored to locations. The LMM system provides a suitable
use case for investigating minimal mobile interaction, since the multimedia messages are
automatically anchored to the location they were created at. This allows a more restricted
but simpler form of interaction with user generated multimedia content. Additionally, the
Augmented Reality (AR) presentation output of these messages makes interaction easier
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for users, particularly in an urban setting where user attentional resources are limited. We
conducted a pilot ethnographic study to evaluate participant interaction with the LMM
prototype. Given the early stage of our prototype and the short duration of the pilot tests,
we followed up with another longitudinal study using instead a multi-modal diary method.
We ask:

RQ 1: How do users create and interact with urban location-based content,
and how should this impact the design of future Location-aware Multimedia
Messaging systems?

From our findings on how users interact with LMM systems (LMM Study), it became
evident that the primary goal for users was to use the LMM system to facilitate playfulness.
However, the simplicity of the context-awareness in the LMM app and AR presentation
(i.e., the designed minimal mobile interactions) were limited in providing the desired play-
ful experience that users wanted. To investigate this limitation, we took our findings from
Study 1 and used them as a case study to analyze in more analytical detail the qualities
of playful experiences (Playful LMM Study). Specifically, how can LMM systems provide
fun and playful user experiences. Our analysis gave rise to three primary problems (listed
below) that emerge when designing simple, playful interactions. From analyzing these
problems, we drew design considerations for playful human computer interaction in urban
settings, addressing explicitly:

1. How playful experiences can be inferred

2. How playful experiences be maintained over time

3. How playful experiences be measured

In this chapter, we ask:

RQ 2: How can location-aware multimedia messaging (LMM) systems be
used to support playful urban interactions?

While the LMM Study and Playful LMM Study focused on the overall user experience
and elicited playfulness of multimedia messaging behavior at urban locations, these studies
also showed that urban interactions take place across locations, rather than isolated loca-
tions. To account for the connectedness of urban interactions across locations, we followed
up with the Route Planner Study to design a system that allows pedestrians to explore a
city. To design such a system, we reasoned that the movement of city photographers can
tell us something about interesting routes in a city. To maintain the requirement of design-
ing minimal mobile interactions, we wanted to avoid burdening users in supplying lengthy
user preferences. Therefore, we made use of a smartphone’s context-aware capabilities
(in this case, location sensing using GPS). To do this, we made use of the geotagged data
provided by the photo sharing website Flickr.9 We ask:

RQ 3: How can we automatically generate routes to support pedestrians in
exploring a city?

9
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Figure 1.2: Relationship between the studies in this thesis.

The first three studies (LMM Study, Playful LMM Study, Route Planner Study) in Part I
of the thesis showed that context-awareness can contribute to the design of minimal mobile
interactions, which makes user interactions in urban settings simpler and more playful. A
visual summary of the relationship between each study in Part I is shown in Fig. 1.2(a).

To investigate gestural input techniques, in the second theme of our thesis (Part II), we
investigated 3D gesture-based interaction. This input interaction method allows for eyes-
free mobile interaction, which frees the user’s visual attention. However, such techniques
are error-prone, which can incur additional processing costs from users when in a crowded
setting or when encumbered. Therefore, we needed to understand how users deal with
errors in 3D gesture-based interaction, and investigate which set of gestures provides the
best user experience (Gesture Errors Study). In this work, we ask:

RQ 4: What are the effects of unrecognized 3D gestures on user experience,
and how do these affect the design of error-tolerant 3D gesture sets?

While the Gesture Errors Study focused on the usability of 3D gesture-based inter-
action, we mainly looked at task-independent interaction. Looking at task-independent
interaction was necessary to investigate the usability issues associated with performing 3D
gestures, as pairing with tasks may have influenced gesture performance and preference.
Given the promise of gesture-based interaction, we revisited how this form of interaction
can be applied in an actual domain. Moreover, given the problematic nature of supporting
playful experiences uncovered in the Playful LMM Study, we revisited the domain of play-
ful mobile interactions. For this study (Playful Gestural Interaction Study), we investigated
how 3D gesture-based interaction can be synergistically coupled with minimal touchscreen
interaction to facilitate playfulness. To do this, we looked at gestural control made pos-
sible by magnet-based Around Device Interaction (ADI), which allows users to interact
with their smartphones by gesturing around the smartphone device using a properly-shaped
magnet. Here, we investigated how gestures can be used to support playful music compo-
sition and gaming. Using three musical applications (Air Disc-Jockey, Air Guitar, Air

9http://www.flickr.com/; last retrieved: 01-08-2013
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GuitaRhythm), we investigated whether this paradigm can be effectively used to support
playful music composition and gaming on mobile devices. Here, we ask:

RQ 5: How can 3D gestural interaction support playful music composition
and gaming on smartphones?

As an additional example of 3D gesture-based interaction in daily mobile interactions,
we look at a common task performed by mobile users: authentication. User authentication
has a long history in computing, and represents an essential component of data security
and privacy (Cranor and Garfinkel, 2005). Understanding how users interact using se-
curity methods is of paramount importance, given the common task of unlocking one’s
mobile device (e.g., PINs) or entering passwords to access private data. However, a fun-
damental challenge when designing and implementing any security method is to ensure
that the method is both usable by users, and at the same time providing sufficiently strong
security against any kind of adversarial attack. To preserve the requirement of designing
minimal mobile interactions, we look at 3D gestural interaction (Gestural Authentication
Study). This gestural interaction, as in the Playful Gestural Interaction Study, also makes
use of magnet-based ADI, wherein users can gesture around a smartphone with a mag-
net to execute some smartphone function. In this case, 3D gestural authentication allows
users to gesture for example their signature around the device, and if the performed sig-
nature matches the recorded signals of their initially recorded signature, then they would
be granted access to their device. To investigate the security and usability tradeoff of this
method, we designed and executed two separate usability and security studies. Here, we
ask:

RQ 6: How does 3D gestural interaction affect the usability and security of
mobile gestural user authentication?

A visual summary of the relationship between each study in Part II is shown in Fig. 1.2(b).

1.3 Main Contributions

The main contributions of this thesis, split according to contribution type, are:

1.3.1 Empirical Findings
• Contextual factors in LMM production and consumption: In the LMM Study,

we collected longitudinal data on people’s multimedia messaging practices, and ana-
lyzed these reported activities using an episodic memory framework borrowed from
Cognitive Science. Our analysis provides insight into the contextual factors govern-
ing what, where, how and why people create and consume location-based multimedia
messages. This provided the groundwork for the need for minimal mobile interac-
tions, given the high information load incurred on users in urban settings.

• Digital information aids to support city exploration: In addition to showing how
exploration-based routes can be generated using sequence alignment methods , we
also empirically investigated through the Route Planner Study the role that different
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digital information aids play in supporting users to explore a city. The results of this
investigation provide user-driven findings into which digital information aids people
would like to make use of when they want to explore a city.

• Security verification of magnet-based gestural authentication: Using a 3D ges-
tural interaction framework for user authentication on smartphones, we replicate a
study that investigates the security of this authentication method (Gestural Authen-
tication Study). Our security analysis results provides further verification for the
security of the magnetic gestural user authentication method.

1.3.2 Methods

• Exploration-based city route planner method: To support pedestrians in exploring
a city (Route Planner Study), we adapted a sequence alignment method from bioin-
formatics for aligning DNA and protein, in order to align sequences of geotagged
photos on a grid partitioned map. Thereafter, Dijkstra’s shortest path algorithm was
modified to connect these aligned photo sequences for generating exploration-based
routes in small-sized cities that attract many tourists (e.g., Amsterdam).

• Automated Wizard-of-Oz gesture recognizer method: To investigate the usabil-
ity and user experience of 3D gesture-based interaction using accelerometer- and
gyroscope-equipped smartphones (Gesture Errors Study), we developed an auto-
mated Wizard-of-Oz method for 3D gesture recognition. This method, adapted from
speech recognition research, allows interaction designers to quickly and easily test
user frustration and tolerance to gesture recognition errors, as well as identify imme-
diately which gesture sets provide the best user experience.

1.3.3 Mobile Interaction Design

• Design recommendations for future LMM systems: Based on our LMM prototype
evaluation, and on the longitudinal data collected on multimedia messaging practices
(LMM Study), we distill design recommendations (Section 2.8) that interaction de-
signers can use for designing future context-aware systems that support recording
and sharing urban experiences.

• Design considerations for playful mobile HCI: Our empirical findings on how peo-
ple create and share experiences using LMM systems (LMM Study) led to a larger
analytical exposition of design considerations for designing and evaluating playful
human computer interactions (Playful LMM Study). From this case study, we dis-
till three design considerations (Section 3.7) that interaction designers should take
into account when designing and evaluating playful mobile interactions using LMM
systems.

• Design recommendations for error-tolerant 3D gestures: Using our automated
Wizard-of-Oz method for gesture recognition, we empirically tested (Gesture Errors
Study) two iconic gesture sets for use in smartphone gesture-based interaction. Our
investigation provides interaction designers with recommendations (Section 5.7) for
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which gesture sets are more robust to recognition failures, and which overall provide
the best user experience.

• Design recommendations for playful magnet-based ADI: By empirically investi-
gating how 3D gestural interaction can be used to support playful music composition
and gaming (Playful Gestural Interaction Study), we arrived at a set of design rec-
ommendations for designing playful interactions. These recommendations (Section
6.8) can be used by interaction designers who wish to use 3D gesture-based interac-
tion for creating playful user experiences in the music production domain, as well as
designing engaging 3D gesture-based games.

• Design recommendations for usable magnetic gestural authentication: As part
of our investigation into the security of 3D gestural user authentication (Gestural
Authentication Study), we investigated the usability and user experience issues as-
sociated with using this method. We distill design recommendations (Section 7.9)
that aid designers and developers in improving users’ experience when using this 3D
gesture-based method for privacy and security access.

1.4 Thesis Overview

Introduction

Conclusions

Chapter 2

Chapter 3 Chapter 4

Part I
Context-awareness

Chapter 5

Chapter 6 Chapter 7

Part II
Gestural Input Techniques

Figure 1.3: Alternative reading paths for the chapters in this thesis.

This thesis consists of six research chapters containing our core contributions plus a
concluding chapter. Each of the research Chapters 2 to 7 can be read individually, as the
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contents of these chapters is largely independent of the other research chapters (except in
the Related Work section where a dependency is explicitly specified). However, we rec-
ommend reading each part chronologically for a more complete coverage of each research
theme. The alternative reading paths are shown in Fig. 1.3. Additionally, reading only this
introduction chapter and the conclusions in Chapter 8 gives a dense summary of the whole
thesis, and provides answers to the research questions. A summary of the research chapters
is given below:

Part I: Context-awareness

Chapter 2 - Contextual Factors in Location-Aware Multimedia Messaging: We address
the contextual factors surrounding location-based media production and consumption
(El Ali et al., 2010). We present a pilot study evaluating a prototype Location-aware
Multimedia Messaging (LMM) system, and a longitudinal multimodal diary study
(LMM Study) to gather insight into the relevant contextual factors that influence users
to use such systems in urban settings. The findings led to a set of design recom-
mendations for designing and developing future LMM systems. Additionally, the
observations made in this chapter serve as the groundwork for the analysis presented
in Chapter 3.

Chapter 3 - Case Study: Designing for Playful HCI: Based on the findings of the LMM
Study, this chapter presents an in-depth case study (El Ali et al., 2011) to address three
design problems for inferring, maintaining, and measuring playful urban experiences.
The chapter discusses in detail each of these design problems, and arrives at a set
of design considerations for how each problem can be addressed to optimize playful
interactions in urban location-based media production and consumption.

Chapter 4 - Automatic Exploration-based Route Planning: We address the problem
of how to support city residents and tourists wishing to explore a city (El Ali et al.,
2013b). We build an exploration-based route planner that leverages 5 years of geo-
tagged photos taken from the photo sharing website Flickr (Route Planner Study).
We evaluate our generated exploration-based route plans through a controlled labo-
ratory study, as well as through a web survey. Drawing on experience questionnaire
data, web survey responses, and user interviews, the findings led to a set of design
recommendations for going towards automatic data-driven approaches to support city
exploration, and the role different digital information aids play in supporting such ex-
ploration behavior.

Part II: Gestural Input Techniques

Chapter 5 - Effects of Error on Device-based Gesture Interaction: We focus on the
usability and user experience of 3D gesture-based interaction (El Ali et al., 2012);
specifically, what happens when 3D gestures performed by users are not recognized
(Gesture Errors Study). We present a controlled laboratory study to arrive at which
gesture set is more robust to recognition errors under varying error rates. Drawing
on experiment logs, video observations, participants feedback, and a subjective work-
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load assessment questionnaire, the findings led to a set of design recommendations
on which gesture sets provide the best overall user experience, and thus most suitable
for inclusion into today’s smartphones.

Chapter 6 - Playful 3D Gestural Interaction: Revisiting the issue of supporting playful
urban interactions presented in Chapter 2, this chapter makes use of a novel gesture-
based paradigm in mobile HCI to provide such support (Playful Gestural Interaction
Study). This chapter introduces 3D gestural interaction and its applied use in a playful,
music-related context (El Ali and Ketabdar, 2013). Using three musical applications
(Air Disc-Jockey, Air Guitar, Air GuitaRhythm), this chapter investigates whether 3D
gestures can be effectively used to support playful music composition and gaming on
mobile devices. Based on results from a controlled user study (measuring usability
and user experience questionnaire responses, users direct feedback, and video obser-
vations), we arrive at a set of design recommendations to inform the design of future
music-related smartphone applications that make use 3D gesture-based interaction.

Chapter 7 - Usability and Security Tradeoff in 3D Gestural Authentication: Another
common task that pervades urban interactions is user authentication. Using the 3D
gestural authentication technique introduced in Chapter 6, this chapter (Gestural Au-
thentication Study) investigates the usability and security trade-off in 3D gestural au-
thentication. To investigate this tradeoff (El Ali et al., 2013a), we replicate a con-
trolled security study to assess the vulnerability of this authentication method against
video-based shoulder surfing attacks. Additionally, in a separate controlled study, we
measure the usability and user experience issues associated with performing air ges-
tural signatures for smartphone security access. For this, we measure user experience
using experience, subjective workload, and trust questionnaires as well as analyze
performed signature durations. Our security analysis provides further validation of
the security of this authentication method, and with our user experience research, we
arrive at a set of design recommendations for optimizing the user experience of using
this magnetic gestural authentication method.

1.5 Thesis Origins

The work presented in this thesis is based on a number of research papers, all of which are
listed in the bibliography. These are:

Research Chapters

• Chapter 2: El Ali, A., Nack, F. & Hardman, L. (2010). Understanding contex-
tual factors in location-aware multimedia messaging. In Proceedings of the 12th in-
ternational conference on Multimodal Interfaces (ICMI-MLMI ’10), 2010, Beijing,
China.

• Chapter 3: El Ali, A., Nack, F. & Hardman, L. (2011). Good Times?! 3 Prob-
lems and Design Considerations for Playful HCI. In International Journal of Mobile
Human Computer Interaction (IJMHCI), 3, 3, p.50-65.
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• Chapter 4: El Ali, A., van Sas, S. & Nack, F. (2013). Photographer Paths: Sequence
Alignment of Geotagged Photos for Exploration-based Route Planning. In proceed-
ings of the 16th ACM Conference on Computer Supported Cooperative Work and
Social Computing (CSCW ’13), 2013, San Antonio, Texas.

• Chapter 5: El Ali, A., Kildal, J. & Lantz, V. (2012). Fishing or a Z?: Investigating
the Effects of Error on Mimetic and Alphabet Device-based Gesture Interaction. In
Proceedings of the 14th international conference on Multimodal Interaction (ICMI
’12), 2012, Santa Monica, California. [Best student paper award]

• Chapter 6: El Ali, A. & Ketabdar, H. (2013). Magnet-based Around Device Inter-
action for Playful Music Composition and Gaming. To be published in International
Journal of Mobile Human Computer Interaction (IJMHCI).

• Chapter 7: El Ali, A., Ketabdar, H. & Nack, F. (2013). Investigating the Usability
and Security Trade-off in Magnetic Gestural Authentication. Under peer-review in
International Journal of Human Computer Studies (IJHCS).

Other Publications:

• Wolbert, M. & El Ali, A. (2013). Evaluating NFC and Touchscreen Interactions in
Collaborative Mobile Pervasive Games. Poster accepted at MobileHCI ’13. Munich,
Germany.

• Bouwer, A., Nack, F. & El Ali, A.. (2012). Lost in Navigation: Evaluating a Mo-
bile Map App for a Fair. In Proceedings of the 14th international conference on
Multimodal Interaction (ICMI ’12), 2012, Santa Monica, California.

• Holopainen, J., Lucero, A., Saarenp, H., Nummenmaa, El Ali, A., & Jokela, T.
(2011). Social and Privacy Aspects of a System for Collaborative Public Expression.
In Proceedings of Advances in Computer Entertainment Technology (ACE’11), Lis-
bon, Portugal.

• El Ali, A., Lucero, A. & Aaltonen, V. (2011). Multimodal Interaction Design in
Collocated Mobile Phone Use. In MobileHCI ’11. MobileGestures workshop, 2011,
Stockholm, Sweden.

• El Ali, A. (2011). Studying and Designing for Mobile Social Awareness Cues in
Urban Interactions. In MobileHCI ’11 Extended Abstracts (Doctoral Consortium),
Stockholm, Sweden.

• El Ali, A., Nack, F. & Hardman, L. (2010). Good Times?! Playful Aspects of
Location-based Experience Capture. MobileHCI ’10. Please Enjoy workshop, 2010,
Lisbon, Portugal. [Nominated for best workshop paper]

• Nack, F., El Ali, A., van Kemenade, P., Overgoor, J. & van der Weij., B. (2010). A
story to go, please. In Proceedings of the 3rd International Conference on Interactive
Digital Storytelling (ICIDS ’10), 2010, Edinburgh, Scotland.

• El Ali, A. & Nack, F. (2009). Touring in a Living Lab: some methodological con-
siderations. MobileHCI ’09. Mobile Living Labs 09 workshop, Bonn, Germany.
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2
Identifying Contextual Factors in

Location-Aware Multimedia Messaging

We investigate the contextual factors surrounding location-based media pro-
duction and consumption. We present a pilot study evaluating a prototype
Location-aware Multimedia Messaging (LMM) system, and a longitudinal
multimodal diary study (LMM Study) to gather insight into the relevant con-
textual factors that influence users to use such systems in urban settings. The
findings lead to a set of design recommendations for designing and develop-
ing future LMM systems. The work presented in this chapter was published
as “Understanding contextual factors in location-aware multimedia messag-
ing” in the proceedings of the 12th International Conference on Multimodal
Interfaces (El Ali et al., 2010).

2.1 Introduction

In this chapter, we identify through an exploratory approach the contextual factors sur-
rounding the production and consumption of location-aware multimedia messages (LMMs),
with the aim of eliciting implications for the study and design of future LMM systems. Ex-
amples of these multimedia messages (MMs) include geo-tagged photos, text, video, audio.
These LMMs are anchored to a location by some person, which can be perceived and in-
terpreted by recipients by being at (approximately) the same place where the message was
made. Given that locations within cities are rich sources of “historically and culturally sit-
uated practices and flows” (Williams and Dourish, 2006, p. 43), it is reasonable to assume
that LMMs can reflect culturally entrenched aspects of people’s experiences and make
them visible at locations. To this end, we argue that an experience-centered framework is
necessary to talk about and identify the contextual factors surround LMM.

How do users understand and make use of these LMM systems? What usability is-
sues do emerging LMM technologies give rise to? Is our experience-centered framework
suitable for addressing these usability issues? What are the relevant real-world contextual
factors involved in creating multimedia messages at locations, and how can these inform
the study and design of future context-aware LMM systems? In this chapter, our goal is
to address the contextual factors surrounding LMM production and consumption in urban
settings.
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2.2 Research Questions

Our main research question in this chapter is:

RQ 1: How do users create and interact with urban location-based content,
and how should this impact the design of future Location-aware Multimedia
Messaging (LMM) systems?

Specifically, which contextual factors are involved in LMM production under an experience-
centered framework? And what are the implications for studying and designing future
LMM systems? To answer these questions, we adopt an exploratory approach, one that is
amenable to the subjective nuances of everyday human cognition and affect.

To build our experience-centered framework, we distinguished between two aspects
of an experience: process and memory. An experience process (cf., Nack (2003)) is a
sensory and perceptual process that some person undergoes (through direct participation
or observation of events and situations) that results in a change in that person. Given the
high variability in computationally modeling and predicting the process of an experience,
here we look mainly at the memory of an experience. Based on the definition of episodic
memory given by Tulving (1993), we define an experience memory as the result of an
experiential process, which can be manipulated and actively recalled. It consists of one
or more actors, and spatiotemporal, social, cognitive, and affective aspects. We use these
aspects of an experience memory as a framework for studying LMM. To this end, we make
a contribution towards identifying which contextual factors are important in studying LMM
systems, and what kind of experience-enhancing mechanisms need to be supported.

The rest of this chapter is structured as follows: first, we provide a review of related
work. Next, we describe our LMM prototype and the lessons learnt in using it in a pilot
study. Then, we describe our multi-modal diary study, the category attribution task that
was necessary for analyzing the diary results, and discuss the assimilated results. Finally,
we draw design recommendations for the study and design of LMM systems and conclude.

2.3 Related Work

2.3.1 Sharing Experiences
Bentley and Metcalf (2009) investigated how to increase mobile social presence by medi-
ating people’s experiences through awareness of daily activities. They developed multiple
mobile probes that relay either motion presence (whether a friend is moving or stationary),
music presence (sending metadata of a song a person was listening to via SMS), and photo
presence (immediate upload of photos to a person’s feed during real-time phone convers-
ing). They found activity sharing to be an effective means of sharing experiences.

Appan et al. (2004) investigated how to communicate everyday experiences using
mobile devices by structuring everyday happenings using narrative structures. They found
that imposing narrative structures was too rigid due to the ’unstructurable’ nature of every-
day experience content and associated annotations. They used an interactive event-based
framework instead to elicit structured interaction for consumption of everyday experiences.
As we show later, using an event-based framework may also be insufficient for capturing
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everyday experiences. A different approach was taken by Ståhl et al. (2009), where they
placed an armband sensor around users’ arms for days to collect movement and arousal
levels which can then be transferred and visualized in their Affective Diary system. This
system functioned like a real diary, where the highlighted emotion-color visualizations
corresponded to different affective states of users’ daylong activities, which subsequently
made users more aware of their daily experiences.

Jacucci et al. (2007) used an ethnographic approach to understanding the social as-
pects of experience capture and sharing at a rally championship event. Their approach
revealed a number of useful experience sharing implications including the importance of
distinguishing between socially mediated multimedia expressions and expressions used as
personal records, shared versus individual memory, and the importance of taking into ac-
count current situation-dependent factors communicating records of experiences. In short,
the foregoing approaches provide support for the goal of handling everyday ‘unstructured’
experiences at locations.

2.3.2 Location-aware Messaging Systems

Previous work has focused primarily on location-aware systems that allow users to leave
textual messages such as reminders or post-it notes at locations (Burrell and Gay, 2002;
Griswold et al., 2003; Persson and Fagerberg, 2002; Sohn et al., 2005). While these systems
support only text, GeoMedia (Papliatseyeu and Mayora Ibarra, 2008) permits attaching
multimedia messages (as images, audio or video) to locations. The GeoMedia system
however lacked a thorough user evaluation, leaving a gap to be addressed in the study of
LMMs, and how they relate to experiences in mobile and ubiquitous environments.

The Place-its system (Sohn et al., 2005) was designed to study how location-aware
reminders are used throughout a person’s day, the relative importance of locations for re-
minders, and the effects of reminder message positional accuracy on the reminding process.
While reminders may serve as triggers for experiences, the scope is rather narrow. The Ac-
tiveCampus application (Griswold et al., 2003) provided insights into how people living
on a campus would use such location-aware messages, however, the restriction to a textual
medium and an academic surrounding is insufficient for understanding the range of human
experiences in everyday settings.

Both GeoNotes (Persson and Fagerberg, 2002) and E-graffiti (Burrell and Gay, 2002)
were extensively studied in real-world usage contexts. Studying each provided insight into
how people conceived of location-aware systems, the perceived usability of their location-
aware functionality, and the relationship between an information and physical space. As in
E-graffiti, we are also less interested in tackling the technical problems of context detec-
tion, but rather to focus more on evaluating user reception of a location-aware messaging
system. Specifically, we want to focus on interesting and novel uses of such a system,
and how that can enrich the human experience of being at a media-rich location. How-
ever, whereas GeoNotes and E-graffiti were existing application prototypes which were
committed to certain design decisions (e.g., in GeoNotes commenting within a note or
content-searching using a word-based search engine), we are more interested in the human
perceptual conditions involved in LMM with sufficient flexibility to avoid commitment to
any one design.

Put differently, our work differs in that we are interested in users’ perception of how
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such systems should be or look like, and not in their reaction to committed design ratio-
nales. For example, in Geonotes, the connection between a space and a note was defined
explicitly using place-labels, while for us we wanted our users to inform us about the causal
relationship between media messages and the entities in a space. Also, while GeoNotes
committed to certain types of metadata, we are interested in seeing what kind of metadata
people would firstly fill in and then later desire to consume. Finally, we wished to study
multimodal capture behavior that made use of various types of media (including but not
limited to videos, songs, images), and not only location-aware text messages.

2.4 Pilot Study

To understand the experiential factors surrounding LMM, we took a developed prototype
application that allows the annotation of locations using three different media types (text,
drawing, and photos). The prototype was pilot-tested with 4 participants where an in situ
interview method (Consolvo et al., 2007) was used to observe experience capture behavior.
By annotating locations, the prototype allows users to capture their experiences, i.e., create
a digital memory of an experience (Fig. 2.1(a)). The generated message remains anchored
to the location it was created at for later viewing by anyone who has the application installed
on their multimedia-enabled mobile device and is at the same place where the message was
created.

2.4.1 LMM Prototype

Generation: The prototype application was installed on the Android Dev Phone 1. The
initial screen consists of three functions: Create, Snap, and Explore. In Create, a user can
create a free drawing (Fig. 2.1(b)) using touch-based input or type text using the device’s
keyboard. Here, the location and orientation of the device is retrieved and the user is pre-
sented with a camera-view where she can choose to draw or write something. In choosing
either option, a snapshot of the camera view is subsequently used as a background canvas
for the user to draw or write on. Once a user is finished, the annotated image can be saved.
In Snap, a user is taken directly to a camera-view where she can snap a photograph.

Presentation: To view a message, a user has to be at the right position and orientation. In
switching to Explore mode, a user is presented with a camera-view, where she is guided
to a message by leading her to the creator’s original position and orientation. An arrow is
drawn on the screen to guide the user towards a message. To indicate the distance between
the user’s current position and that of the message, the color of the arrow changes within
200m of the message location. Once at the right position, the user can adjust her orientation
by looking at a small green indicator arrow shown on the right or left edge of the screen. In
doing so, the selected media message is overlaid on top of the camera-view (Fig. 2.1(c)).

2.4.2 Lessons Learned

While the approach of using a developed prototype provided direct user-feedback on ex-
perience capture, all the tested participants expressed that they had insufficient time to
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(a) Planning at t0 (b) Creation at t1 (c) Viewing at tn

Figure 2.1: Interaction with the prototype.

satisfactorily express themselves. Moreover, since the prototype was at its early design
stages, users, in capturing their experiences using the provided media forms (drawings,
text, photos), were limited by the presented technology. This created an ‘experimental
straw man1’, where it was now unclear what kind of experience-eliciting behavior was
being measured: did the users feel that their created LMMs were intrinsically tied to the
existing functionality and interaction methods offered by the prototype application, or did
they understand that the application was merely a probe into informed user-centric devel-
opment of future context-aware LMM technology? These concerns are not new: previous
work has addressed possible confounds in using location-aware messaging technology in
its earlier stages (such as short battery life of the PDAs used by Griswold et al. (2003)
or the sluggishness and effort required for carrying laptops to make messages in the work
by Persson and Fagerberg (2002)). The limitations encountered in previous work and the
problems that surfaced in the pilot study led us to revise the chosen method in favor of one
that allows understanding LMM behavior for a longer duration and without predisposing
users to the functionality and interaction modes of existing technology.

2.5 Multi-modal Diary Study

The lessons learnt from the pilot study resulted in a redesign of the investigation method. To
alleviate the pilot study limitations, we set up a longitudinal multi-modal diary study (Amin
et al., 2009; Ståhl et al., 2009) in order to investigate the contextual factors surrounding
LMM production and consumption.

1A straw man is a reasoning fallacy that occurs when an opponent’s position is misrepresented. To attack
a straw man is in fact to create an illusion of having refuted a given proposition by attacking a superficially
similar proposition (the straw man). For us, we adapt the straw man notion to describe misplaced measurement
of something superficially similar to what actually should be measured.
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2.5.1 Participants
Eight participants (6 male, 2 female) aged between 13-27 (M= 23; SD= 4.4) were recruited
for the diary study. All participants were in their 20’s, except for S6 who was 13 years
old. The reason behind recruiting a young participant was to accommodate a different
attitude to technology. Five of the participants had completed their bachelor’s studies, one
her master’s studies, one pre-master’s studies, and finally S6 had completed the first year
of high-school. Three of the participants owned a smart mobile device. All however were
familiar with viewing multimedia on such devices and GPS usage. All but S5 declared
themselves as social, outgoing people.

Q1 Where are you right now?
Q2 Please explain why you made the media message at this

place.
Q3 Please describe how you are feeling right now. (e.g.,

happy, sad, anxious, excitetd, lazy)
Q4 Please describe the environment around you.
Q5 Who are you with right now?
Q6 What were you doing before you made the media mes-

sage?
Q7 Is there an event going on where you are (e.g., sunset, fes-

tival, live band, market, dinner)? If yes, please describe
the event.

Q8 If yes to question 7, are you participating in this event, or
did you only observe it?

Q9 If yes to question 7, is this the first time you partici-
pate/observe such an event?

Q10 Were you able to express what you wanted? If not, please
state why you couldn’t.

Q11 Was there something specific in the environment that you
directed this message at? If yes, please state what it is.

Table 2.1: The second set of questions asked in the diary that pertain to the participant and her
context.

2.5.2 Materials
Materials consisted of an information brochure, 8 custom-designed paper diaries, and a
set of post-study interview questions. The diaries were custom-designed so that the diary
each participant had to carry looked professional and hence would make participants take
the study more seriously, in addition to ensuring that study questions were available for
easy look-up. The diary included 2 pages of instructions and 2 pages that contained the
‘question template’: a set of questions that each participant had to answer after making
a message. The question template was split into two parts: questions about the message
made and a set of questions about the participant and her context. The first set of questions
were: date, time, message media type (drawing, text, photo, video, audio recording, other),
title of message, and whether the message is public or private. The message questions (see
Table 2.1) were about: spatiotemporal aspects (Q1, Q4), social aspects (Q5), affective (Q3)
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and cognitive aspects (Q2, Q7, Q8, Q9, Q10, Q11). The interview consisted of the follow-
ing questions: difficulty faced in filling in the diary, inspiring days and locations, media
preference, environment awareness and overall experience of the past week, willingness to
use a future context-aware LMM application, desire to view and write message metadata,
and further participant additions.

2.5.3 Procedure

After reading the information brochure, participants were asked to fill in a personal in-
formation form along with a permission statement that permits the analysis and usage of
their data. Afterwards, each participant was given a short demo of the LMM prototype,
and asked to make two messages with it. This was done as a cautionary measure (as high-
lighted by Burrell and Gay (2002)) to ensure that participants understood what was meant
by location-aware functionality. Each participant was given a personal diary and an oral
explanation about the requirements of the study. Participants were required to carry the di-
ary with them for approximately one week. They were asked to make a MM (photo, video,
text, drawing, song or audio recording) twice per day, so that by the end of the week they
had a total of 14 messages. Given the stringent nature of filling in the diary twice per day,
participants were told that they are allowed to make 3 messages per day if they so desired,
at the cost of a message on another day. This was done in order to make the testing con-
ditions as natural as possible, under the assumption that there are days where one is more
inspired to make messages than others.

The messages made by participants were restricted to public places, loosely defined
as any place outside of their own homes. Upon making a message, participants were asked,
if possible, to immediately answer the questions provided in the ‘question template’ in the
diary. Since participants may not possess the necessary media capturing device at the time
of making a message (e.g., a video camera), they were asked to instead provide an image-
based or textual description as a surrogate for the actual message (e.g., a textual description
or series of images depicting what a participant’s video shot would have captured). At
the end of the study, participants were asked to provide the actual MM either by e-mail or
directly through a USB flash drive, return the diary, and sit through a ∼10 min. interview.
Each interview was captured by means of a tripod-anchored digital camera. After the
interview, as motivational measure, each participant was awarded a e20 note and thanked
for their participation.

2.6 Categorization Task

The diary study resulted in 110 user-generated messages, where the interpretation of these
was subjective. To understand the motivations offered behind the made multimedia mes-
sages, we categorized participants’ motivations into domain (to what domain does a given
location-aware message belong; e.g., entertainment, architecture) and task (for what pur-
pose or task was the message created for; e.g., appreciation, criticism) categories. To ensure
the domain and task categories we chose reliably group participants’ message motivations,
we needed to account for inter-coder reliability. Therefore, we set up a secondary cate-
gorization task that required participants (distinct from the participants tested in the pilot
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and diary study) to categorize the motivation responses provided by the diary-study partic-
ipants. In order to decide on the best approximate categorization, a voting “winner-takes-
all” procedure was applied where a message-classifying category with the most votes wins.

2.6.1 Participants
Six participants (3 male, 3 female) aged between 24-29 (M= 26; SD= 2) were recruited for
the category attribution task. All participants had completed their bachelor’s studies.

2.6.2 Materials
The materials for the category attribution task were the 110 message motivations (i.e., why
participants chose to make the message at a given place) and their corresponding media
type, made by the 8 diary-study participants .

2.6.3 Procedure
Participants were contacted through e-mail, where they were provided with 110 message
motivations and their corresponding media type. They were asked to categorize each mes-
sage under both domain and task categories (Fig. 2.2 & Fig. 2.3), where multiple categories
can classify a message. The first set of domain and task categories identified were used as
exemplars for subsequent classification. However, if an exemplar category did not suitably
classify a given message, participants were allowed to create new categories as needed.

2.7 Results & Discussion

The diary-study proved to be a powerful low-fidelity mechanism for studying LMM in
real-world contexts without the intrinsic bias evoked from using an existing yet incomplete
technology. From the 8 participants, 2 of them completed only 13 messages, which resulted
in a total of 110 MMs. The results of the categorization task provided the basis for further
analyzing the diary study data, where the categorization task results were directly assimi-
lated into the diary study results. An equal number of responses to two distinct categories
resulted in classifying the message as belonging to both. Below, we present and discuss
participants’ media preferences, the identified domain and task categories, the difference
between captured experiences and the experience of capture, the different aspects of cap-
tured experiences (using out experience-centered framework), and the relevant post-study
interview responses given by participants.

2.7.1 Media Preferences for MMs
To identify what media types should be supported in LMM tools, participants were asked
about their media preferences. From the 110 messages, the most prevalent media types
were: photos (45%), text (24%), and songs (13%). The other media types (namely, video
and audio recording), were each less than 10% of the total messages made. The lack of
video recordings could have been due to the non-availability of the media capture device
(e.g., handheld video camera). Only one participant made use of multiple media in a given
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Figure 2.2: Distribution of domain categories (total = 114%) rated by participants (N=6) for 110
messages.

message, namely ‘photo + text’ pairs. Not surprisingly, the most chosen media type was
photos, which require little cognitive effort to make. For photos made at locations, they
can only give a unique perspective on the location, given the high iconic correspondence
between a photograph of something at a location and the location itself. As one participant
stated when asked about his media preferences “In the beginning, it was photos, and during
the week, because it wasn’t that interesting, I used more text.” Indeed, if the location is not
interesting or does not offer any unique perspectives to share with others, then a symbolic
medium such as text can be used to express something beyond the qualities of the location
itself. Also of interest is P2’s remark on using songs because places can remind one of
songs, but also because songs themselves can become surrogates for the memory of a place.

2.7.2 Identified and Rated LMM Domains and Tasks

From the initial set of identified domain categories, only 4 out of the 110 messages were
problematic to classify. Upon closer inspection, the reason was due to messages where
participants saw it as a duty to make a message (e.g., “Because I had to”). This led us
to create an extra ‘noise’ category: Assignment. Indeed, such problems with participant
motivation are sometimes unavoidable during requested study participation (Burrell and
Gay, 2002). The highest density of messages fell into the Entertainment (35%) and Aes-
thetics (32%) domains (Fig. 2.2). Here, aesthetics was defined as something that offers
sensori-emotional value (e.g., a beautiful scene), whereas entertainment something that
offers amusement (e.g., a film). Only 17% of aesthetic messages were also classified as
belonging to the entertainment domain, indicating that there is indeed a distinction to be
made. Products & Services (15%) and Health & Well-being (11%), comprising around
a third of total messages, are also domains typical of everyday experiences. Overall, the
majority of the messages were about the entertainment and aesthetic domains.

Coincidentally, only 4 out of the 110 messages were difficult to classify into task
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Figure 2.3: Distribution of task categories (total = 113%) rated by participants (N=6) for 110 mes-
sages.

categories. Here, the divergence was mainly between classifying messages as belonging
to Appreciation or Criticism. For example, the motivation behind some messages (P8:
”It looks sad with the snow.”) can indeed be understood as both an appreciation state-
ment and subsequent criticism of the state of affairs. Most messages were classified into
the Activity-reporting (38%) and Appreciation (36%) task categories (Fig. 2.3). Activ-
ity reporting2 (i.e., reporting to people what you did) and Appreciation (i.e., enjoying the
qualities of something) paralleled mostly the classification of messages into Aesthetic and
Entertainment categories, where Activity reporting messages fell into Entertainment, and
Appreciation messages into Aesthetics. Self-reflection (i.e., reflecting on one’s own ac-
tions or feelings) (18%) indicated that reflecting on one’s self is also typical of everyday
experiences that warrant capturing. Overall, the findings show that activity-reporting and
appreciation were the most prevalent task categories.

2.7.3 Captured Experiences vs. Experience of Capture

When comparing the analyzed data with our participants’ experience with the diary during
the post-study interview, the importance in distinguishing between captured experiences
(i.e., experience memory) and the experience of capture itself (i.e., experience process)
became clear. Whereas captured experiences are information ‘about’ an experience (cf.,
the answers to the diary questions), the experience itself is a process emergent from an
undertaken activity (cf., the actual experience of using media capture devices and filling
in diaries to capture experiences)). For capturing experiences, the aim is to provide an
adequate representation of a real-world experience that took place (e.g., a community-
rated image-based experience sample of a person who parked her bike to photo capture
something special in the surrounding scenery). For the experience process however, the

2Activity-reporting is broader than citizen journalism, which describes activities that pertain to nation- or
worldwide events, and not necessarily personal events.
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aim is to subject users to conditions in everyday settings that would strongly correlate to (if
not cause) a desired type of experience while interacting with a system (e.g., equipping an
LMM system with an adaptive notification system that learns never to interrupt users about
newly created content while driving vehicles).

For the latter, the concern is less about what context is needed to sufficiently re-
contextualize the experience of others, but instead about the scoped interaction between
the user(s) and the system, where the user experience takes place during the interaction
process itself. For the experience process then, we feel the emphasis should be on model-
ing the user and anticipated interaction with the system. This requires accounting for not
only (context-dependent) multimodal input and output support (Chittaro, 2009), but also
the extent the system can make sound predictions about a user’s current state to sustain and
enhance the flow of interaction (Kapoor and Horvitz, 2008). For example, captioning a
LMM such as a photo through textual input might interrupt the user’s current experience,
whereas a voice command label that achieves the same function may occasion a more
seamless interaction experience. Additionally, for notification, the system would need to
temporally adapt to when users would be most receptive to receiving LMMs, so that the
notified LMM can intersect itself gracefully between the user’s cognitive and digital life.

2.7.4 Captured Experiences

To understand the different facets of LMM, the results of the diary questions were clustered
according to the different aspects of an experience. These are discussed in detail below.

Spatiotemporal Aspects:
For the spatial aspects, participants were asked about where they were when they made a
message (Q1, Q4), giving an indication about their experience at a place. This resulted in
the following grouping: Urban (39%), an outdoor setting in the city, such as being on the
street; Public Place (21%), an indoor public place such as a café or bar; University/School
(17%); Nature (7%), being at a park or nature reserve; Friends/Family Home (6%), at
the home of a friend or family member; Home (6%); Transport Vehicle (3%), inside a
transportation vehicle such as a tram or metro. Most messages were made in an urban
setting, public place, or at the university,3 providing an indication as to the kinds of places
future experience-capture technology would be used in. Also, despite that participants
were asked to make messages outside of their homes, a few did not comply, which were
classified under the Home category.

For domain and task dependencies in an urban setting, most urban messages fell into
the aesthetics domain category (62.9%) and appreciation task category (49%), which high-
lights the tight correspondence between being outdoors and aesthetic appreciation. Not
surprisingly, when controlling for a university/school setting, many of the messages fell
into the Entertainment domain category (42%) and Activity Reporting task category (53%),
which shows that using such a technology in an academic setting does not necessarily per-
tain to education. Finally, many of the messages were about Activity Reporting (39%)
when controlling for Public Place, which is reminiscent of micro-blogging behavior (e.g.,

3While arguably a university/school is a public place, the distinction was made here to highlight possible
differences between making a message in a non-academic setting and an academic one.
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Twitter4 feeds).
With respect to the spatiotemporal aspects, we were only interested in whether cer-

tain days affected participants’ LMM behavior, and not in specific dates and times. For
participants’ behavior, P3 and P5 almost exclusively made messages in an urban outdoor
environment (78.6% and 71.4%, respectively). Curiously enough, when these participants
were later interviewed about whether there were more inspiring days (temporal dimension)
or locations (spatial dimension) in making a message, they reported the following: P3:
“Yes, not a particular day, but of an inspiring moment [asked about location] I wouldn’t
say it was because of the location, it was a matter of coincidence”; P5: “Yes, definitely
the weekend [asked about location]; yes, I found that I like changes in my everyday routine
places, and when I encounter something that I like a lot that’s changed, that’s something
that inspires me but doesn’t happen everyday.” From the 8 participants, 3 of them stated
that the location did not provide a source of inspiration, but rather it was coincidental inspi-
ration. However, for inspiring days, all participants agreed that events provided a source of
inspiration, where events included their weekend activities, such as going out for a drink.
Overall, these findings are consistent with the findings of Sohn et al. (2005) and Burrell
and Gay (2002), who found that the location, in and of itself, is perhaps not an essential
part of context, though certainly useful as a trigger for an experience.

Social Aspects:
Participants were asked about whether they wanted their MMs to be public (visible to any-
one at approximately the same location it was made) or private (viewable to only specified
networks) (Burrell and Gay, 2002), as well as who they were with at the time of making
the message (Q5). Most messages were made public (71%) and the rest private (29%).
In analyzing who a participant was with, we defined a person as a single friend or family
member and a group as a collection of friends or family members.5 Nearly half of the
messages were made while a participant was alone (46%), compared to being with a group
(30%) and with a single other person (25%). However, this might reflect a participant’s
personality or age; for example P3 made all but one message when alone, and S4 and S8
made more than half of their messages alone (57%). By contrast P6, the 13 year old par-
ticipant, made most messages while in a group (64%) – this may be because at a younger
age, a teenager is usually surrounded by people at home and at school. In considering
the domain and task categories for messages made alone, the highest percentage was for
the Aesthetics domain (36%), and the highest percentages for the Appreciation (34%) and
Activity-reporting (34%) tasks.

The foregoing results illustrate the difference between public and private messages,
and messages made alone or with others. While alone-messages dominated our findings,
most of these messages (76%) were nevertheless made public. This is in contrast to the
findings of Burrell and Gay (2002), who found that notes posted voluntarily were mostly
made private. This may be due to their misleading conceptual model that resulted in users
treating the E-graffiti system as a limited e-mail system, where E-mail messages are gen-
erally addressed to a few private individuals. In assessing the dependencies between the
social and spatial aspects, it was interesting to see that half of the messages made alone

4http://www.twitter.com; last retrieved: 01-08-2013
5Strangers also counted, but there had to be at least one friend or family member for group classification.
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were made at an urban outdoor setting (50%), which also comprised half of the total num-
ber of song messages made (50%). While this may have been a coincidence, it is also not
unlikely that when walking outdoors, participants still feel the need to record their experi-
ence, even if alone (e.g., P3: “To have a memory of this special location”).

Affective and Cognitive Aspects:
The mood responses (Q3) of participants were classified according to valence (positive,
negative, neutral, ambivalent) and arousal (high, moderate, low), in accordance with the
circumplex model of emotion (Russell, 1980). We used this model as an instrument for easy
and relevant classification of participant’s responses according to the valence and arousal
dimensions. Most messages were made when participants were in a positive mood (46%) or
highly aroused (46%), where only around half overlapped between these two factors (54%).
Negatively valenced (32%) and low-arousal (33%) affective contexts were also prevalent
in participants’ responses, compared to neutrally valenced moods (16%) and ambivalently
valenced moods (8%) on the one hand, and moderate arousal levels (22%) on the other. It
was interesting to see a tendency between being alone and being in a negatively valenced
mood (60%), whereas from all messages made in a group, most tended to be positive (55%).
For the overlap between negatively valenced moods and being alone, the diary may have
functioned as a cathartic outlet for them to express their negative mood, which is also
typical of web 2.0 social behavior (Chapman and Lahav, 2008). This is further supported by
the observation that most negatively valenced moods (74%) resulted in messages that were
made public. Together, these findings highlight the variability in mood states in everyday
contexts, which do not exhibit strong overlap between the location of the experience and
the MM.

With respect to the cognitive aspects (Q2, Q7, Q8, Q9, Q10), we were mainly con-
cerned with the causal trigger of a participant’s experience (i.e., what in the perceptual
environment captured a participant’s attention and thereafter served as a trigger to make a
message). Moreover, we wanted to investigate the causal dependencies, if any, that exist
between prior participant activity and the created messages. Most messages did not sur-
face a direct causal relation between prior activity and message creation (65%). Yet when
there was such a direct dependency (36%), messages tended to fall into either Activity Re-
porting (39%) or Appreciation (28%). Related to the causal relation between prior activity
and message creation were participants’ responses during the post-study interview about
whether or not the diary made them more aware of their daily environment. All partici-
pants reported that indeed it did make them more aware insofar as they had to plan where
to make a message. As one participant (P2) reported, the diary, if it were a pervasive mo-
bile tool, would not make a difference in raising awareness if it were embedded in daily
life. In contrast, P8 stated that the diary was effective in raising awareness by making him
contemplate over the beautiful parts of the city he normally takes for granted. This raises
the question of whether continuous cognitive access should be designed in an experience-
capture tool, so that deliberate planning behavior becomes the norm. Such a mechanism
can serve as a persuasion tool to not only create meaningful MMs (cf., the work by Singh
et al. (2009), where they use a game-theoretic approach to study selfish user media con-
tribution behavior for designing user incentive mechanisms), but also to raise perceptual
awareness of the daily environment.

For the trigger of a message (Q11), most participants reported that there was some-
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thing in the environment they directed their message at (60%), however it was surprising
that many said there was nothing they directed their messages at (40%). Closer analysis
led to distinguishing between three types of triggers and subsequent message classification:
Situation (57%), Object(s) (33%), and Person(s) (10%). Here, a situation was defined as a
collection of objects that are a pretext for an event(s) or caused by an event(s). Given this
typology, it was assumed that if a participant did not direct her message at something spe-
cific in the environment, then the trigger of the message was a situation. The high frequency
of situation-triggers is consistent with the findings of Persson and Fagerberg (2002), who
found that situation-related chat outnumbered object-related chat.

Post-study Interview Responses

Viewing and Adding Experience-based Metadata:
During the post-study interview, participants were asked about what kind of metadata (in-
formation similar to that asked in the diary) they would like to see if they were using an
application that supported LMM. Afterwards, they were asked about their willingness to
add this metadata themselves. 5 participants reported they would like to view such meta-
data, specifically to see the following: a person’s mood, who that person was with, and the
event, if any, that relates to the message. When asked about viewing metadata, P7 stated:
“Some information might be fun to have, like who a person was with, and what event is
happening. I would like a context between the message and an event, because the event
might no longer be there, and then you would not know it happened at a location, so then it
might not make sense.” One participant expressed that he would like such information, but
only upon request (“Not at first sight, that would ruin my personal view of their message.
But it should be available if wanted...why the message was made, what did the person want
to express.”). The last two participants found it unimportant to view metadata other than
standard attributes such as names, date, and time; P6 [in response to what metadata s/he
would like to see]: “Date and time would be nice to see so you know it’s a winter photo,
and for the private messages to see the name of the person so I know who it is.”

Alongside viewing experiential metadata, we also inquired about participants’ pre-
ferred methods of being notified about messages at locations. After exposure to the diary
for around 1 week, it seemed reasonable to assume they can tell us about their notification
preferences, despite that the study’s focus was not on MM notification. Notification in this
context means adaptive filtering of messages to participants’ current situation and interests.
All but one participant mentioned they would like the future LMM tool to automatically
adapt the presentation of messages to their current situation. Only 2 participants, P1 and
P2, specified explicitly the kind of adaptation they would like: filtering by current mood
and by date, respectively. The other 5 did not explicitly specify the type of filter, but stated
that adaptivity would be the preferred method of handling the hypothetically large number
of messages at locations. Despite that most participants did not have any clear idea how
this would be possible, they mentioned that the application adaptivity should depend on the
situation they are in, so that it does not become obtrusive (P6: “If I’m walking, then I’d like
to search myself, but if I’m biking, I’d like notification of what there is. For example, great
nature photos.” This indicated that application adaptivity may be best considered as itself
context-dependent. The one participant who did not endorse application adaptivity stated
that s/he would like to make queries herself through a search function.
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With respect to writing metadata, one participant (P7) mentioned s/he would fill this
kind of information, four participants said it would be too much effort (P1, P2, P3, P5),
and three participants (P4, P6, P8) said it is contingent on the situation. The latter case is
typified by P8’s response: “If it would be of any use to me as a user, let’s say I filled in 10
of these experiences, and it would say something about what I would like in particular, that
would be a nice application to me, so it all depends on the use.” However, most participants
(even the ones who thought it would be too much effort to fill in such information) stated
that after some time, to make viewing messages more interesting, would start filling in the
metadata. This indicates that the problem of filling in metadata can be partially alleviated
if potential users are aware of the consumption benefits provided by the metadata (such as
more fully grasping the original experience of the LMM creator).

To take a closer look at participants’ metadata writing behavior, participants’ re-
sponses were analyzed syntactically according to word count for two factors: the moti-
vation description length for a created message and the environment description length
(see Table 2.2). These two factors were chosen because they generally require elaborate
responses to be contextually meaningful, and therefore are indicative of efforts from partic-
ipants to fill in media metadata in general. It is interesting to notice the discrepancy in P3’s
motivation description length (98%), which is at odds with his later response of finding
it takes too much effort to fill in the metadata, especially given his relatively high mean
word count scores. Also interesting is P7’s high discrepancy across environment descrip-
tion lengths (78%); when asked about filling in metadata, s/he said “It’s difficult, but yes
probably I would fill it in, actually these are a reasonable number of questions; like tagging
who you’re with, we do that already.” While this kind of analysis gives an indication over
participants’ efforts and attitudes towards filling in metadata, it may be difficult to general-
ize these findings to real application usage.

Motivation Length Environment Desc. Length
Participant Mean SD SD % Mean SD SD %

1 13.5 7.6 57 12.3 7.6 62
2 6.2 2.8 44 9.8 5.1 52
3 9.2 9.0 98 15.1 9.6 64
4 6.4 2.6 40 6.3 2.0 32
5 9.1 5.5 61 8.4 6.2 74
6 6.6 3.7 57 15.0 7.1 47
7 7.9 4.9 61 3.9 3.1 78
8 7.0 1.7 24 2.9 2.1 71

Mean 8.2 9.2

Table 2.2: Syntactic mean description lengths, standard deviations, and percentage of standard de-
viations across participants for a) reasons provided for created messages b) description of the envi-
ronment in which the message was created.

Potential Application Usage
Finally, during the post-study interview, participants were asked about what type of func-
tionality and interaction they expect from future LMM tools. One participant drew the
analogy between such a future application and the microblogging platform Twitter (P1: “I
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would compare such a device to Twitter, so if there was a device that can instantly post to
Twitter a multimedia message, that would be nice, also might be nice to have it just like a
diary, to keep a record of what you’ve done or what you’ve seen.”). This latter part of his
statement indicates the potential for LMM applications to behave like life-logging appli-
cations such as the Affective Diary by Ståhl et al. (2009). Participant responses tended to
cover standard online social network interaction: All participants stated their preference for
‘click and share’-type features, indicating that the easier the application used for sharing,
the better. Also, nearly all participants mentioned they would like to comment on other
messages (as in Facebook6). Related to this, participants expect to be able to edit their own
messages as well as delete them. One participant (P3) stressed the importance of having an
optional expiration date for messages, in reference to messages that concern a temporary
problem that will likely be resolved in the near future (P3: “To warn/alert others for glass
on the street, which can cut into tires”).

When asked whether or not they would actually use an LMM tool if one is available,
all but one participant said they would. However, all reported that they would not make
as many messages; only when the occasion arises for them to express something worth
sharing. The one participant who reported that s/he wouldn’t use it explained that s/he
spent her whole life in Amsterdam, so if s/he would spend time abroad, then s/he would.

2.7.5 Study Limitations

There were two main problems with the diary study: first, making two messages per day
for one week may impose an unnatural demand on participants. In other words, partici-
pants had to sometimes invest cognitive effort in making messages, resulting in noise (cf.,
Assignment task category). Related to this, participants were not always able to immedi-
ately answer the diary questions (e.g., snapping a photo while walking outdoors), waiting
instead until the next opportune moment to do so (e.g., reaching home). The second prob-
lem was the availability of media capture devices. Despite that participants were told to
capture anything they wished, so long as they provided a description of what they wanted
to capture, a few participants mentioned they could not express themselves because they
lacked the right media-capture tools (e.g., handheld photo camera).

2.8 Design Recommendations

From the above findings, we derive a set of design recommendations for designing and
studying LMM systems.

1. Embedding playful elements can improve user engagement with LMM systems.
From the pilot study, our users raised the issue that the LMM prototype was useful,
but not fun and engaging. Interaction designers should consider how to increase user
engagement and the overall UX of LMM systems by embedding playful elements
(e.g., through gamification (Deterding et al., 2011)).

6http://www.facebook.com; last retrieved: 01-08-2013
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2. Predominant domain and task categories in LMM. Aesthetics and entertainment
domain categories and appreciation and activity-reporting task categories predom-
inate experience capture behavior (Sec. 2.7: Identified and Rated LMM Domains
and Tasks). This provides a starting point for tailoring future LMM tools to the right
target groups (e.g., park visitors, exhibition goers).

3. Application personalization is itself context-dependent: When participants were
asked about filtering messages, many expressed they would like messages to be
shown in accordance with their current situation (Sec. 2.7: Viewing & Writing Meta-
data). More importantly, the tension between self-initiated queries and application
adaptivity was itself largely a matter of context. This highlights that future LMM ap-
plications should not only account for personalized content, but the personalization
itself should learn from and therefore adapt to the user’s context.

4. Perceptual alteration of places can be mediated by explicit experience-capture
planning behavior: To make certain perceptual qualities of locations more salient,
experience-altering mechanisms that persuade users to consciously plan their cap-
ture behavior should be explicitly designed into the system (Section 3.2.2 & 4.3.3:
Affective & Cognitive Aspects). Whether this mechanism operates through the pro-
vision of implicit ambient feedback or functions as an explicit interaction method
(e.g., through a competitive game), remains an open question.

5. Location-based experience capture also means open access to all: Given the
prevalence of expressions made public irrespective of mood or social context (Sec-
tion 4.3.3: Social & Affective & Cognitive Aspects), it seems open, public access
is the default in future experience capture behavior. This means future experience-
aware systems should take into account not only privacy concerns, but also support
open-access functionality (e.g., public ratings or comments) when designing the me-
diation between creators and viewers.

6. Location-based experience capture methods expected to follow basic social net-
work behavior standards: Users have ingrained expectations about current experience-
centric technology (Section 3.2.2 & 4.3.4: Potential Application Usage). Users men-
tioned they would like to be able to comment on expressions (e.g., locations or build-
ings) and evaluate them. Moreover, they would like expressions to have an optional
expiration date and be able to edit and delete them. For accessing expressions, they
desired a non-obtrusive notification system. Together, these show that location-based
experience capture should comply with basic social network standards.

2.9 Conclusions

We have taken preliminary steps towards understanding the contextual factors surrounding
LMM behavior and how that relates to capturing and consuming experiences. Using an
exploratory approach, we were able to derive implications for the study and design of future
LMM systems. The collected data in the diary study hinted at the inherent complexity and
multidimensional nature of everyday human experiences, where subjective reports did not
always offer patterned clues into how to build technology that can support capturing and
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communicating experiences. Nevertheless, this complexity provides further support for the
importance of studying users and their behavior under real-world contexts.

From our findings on how users interact with LMM systems, it became evident that
the primary goal for users was to use the LMM system to facilitate playfulness (see Section
2.8). However, the simplicity of the context-awareness in the LMM prototype and AR
presentation (i.e., the designed minimal mobile interactions) were limited in providing the
desired playful experience that users wanted. To investigate this limitation, we built on
the findings from this study and used them as a case study to analyze in the next chapter
(Chapter 3) in more analytical detail how to design effective playful interactions.
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3
Case Study: Designing for Playful HCI

Based on the findings of the LMM Study, this chapter presents an in-depth
case study to address three design problems for inferring, maintaining, and
measuring playful urban experiences. We analyze each of these design prob-
lems, and arrive at a set of design considerations for how each problem can be
addressed to optimize playful interactions in urban location-based media pro-
duction and consumption. The work presented in this chapter was published
as “Good Times?! 3 Problems and Design Considerations for Playful HCI” in
the International Journal of Mobile Human Computer Interaction (El Ali et al.,
2011).

3.1 Introduction

Figure 3.1: A mockup illustrating the photo Nicole took of the Corniche seaside and the correspond-
ing annotations she added.

On a sunny afternoon in mid-July, Nicole and Nick are tourists shopping around Nejmeh
Square in downtown Beirut, Lebanon. While Nick insists on seeing the cultural offerings of
Saifi Village, a village completely rebuilt as a New Urbanist-style neighborhood after it’s
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destruction during the civil war, Nicole has a different notion of what is fun and enjoyable.
Familiar with her interests in warm, foreign cities, Nicole’s mobile device sets her to ex-
perience ‘fun’ places nearby, suggesting several lively cafés along the Corniche, a seaside
walkway with a glittering view of the Mediterranean. Skeptical about the suggestion, she
makes a predefined gesture instructing her device to show her different multimedia (photos,
songs, videos, text) that reflect people’s experiences there. The device presents her with a
dizzying nexus of visual and musical perspectives captured by people enjoying themselves,
complementing each multimedia message with related past and future events. Leaving
Nick, she makes her way toward the Corniche until she reaches a café, where she sits out-
doors, happily absorbing the scorching sun rays. Wondering where Nick went, she decides
to capture her current experience. She takes a photo of the clear blue sky and sea (Fig. 1),
which she annotates with the song by The Cure ‘Play for Today’ and writes: “That’s New
Urbanist-style culture too!!” While she awaits her hookah and drink, she scans through
other people’s experiences at the café she is at, only to realize the place attracts mainly an
older crowd, which is no fun at all.

The preceding scenario illustrates the need for defining computational methods that
facilitate tourists with contextualized and media-based access to information while they
freely explore a city. As discussed in Chapter 1 under Section 1.1.2, the provision of con-
textualized information anytime, anywhere, to the right persons as they go about their daily
lives is part of this emerging paradigm known broadly as context-aware computing (Dey
et al., 2001), where a major step towards achieving that vision has been the widespread use
of location-aware technologies such as GPS-enabled smartphones. Yet with our cities be-
coming interfaces for computational experimentation that are intermixed with human activ-
ities, we need systems that go beyond location-awareness and towards context-awareness.
In other words, we need to know more about context (Dey, 2001), its inference from hu-
man activity, and how that feeds into our everyday experiences. As Bellotti and Edwards
(2001) state, inference and adaptation to human intent in context-aware systems is at best
an approximation of the real human and social intentions of people. This raises the need
to further explore the kinds of services and usability issues brought forth under real-world
usage contexts.

One important shift from computing for the desktop to computing for the world is that
systems need no longer be about work-related activities, but also about fun and playful1 en-
deavors (Cramer et al., 2010). To realize the system that Nicole in the introductory scenario
uses, context-aware systems need to know not only about locations, but about people’s lived
experiences and their relationship(s) to the location(s) they took place at. To this end, we
make use of Location-aware Multimedia Messaging (LMM) systems. Such systems allow
people to create multimedia messages (photos, text, video, audio, etc.) that are anchored to
a place, which can be received/perceived and interpreted by other people at (approximately)
the same place where the message was made (cf., Nicole’s photo portrait in the above sce-
nario made at the café on the Corniche). Given that locations within cities are rich sources
of “historically and culturally situated practices and flows” (Williams and Dourish, 2006,
p. 43), it is reasonable to assume that LMMs can reflect culturally entrenched aspects of
people’s experiences at locations.

1Throughout this chapter, we will use the concepts of fun and playfulness interchangeably.
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3.2 Research Questions

Given the above scenario, how can a system ‘know’ what fun or playful experiences are,
in general and idiosyncratically as in Nicole’s case of not enjoying older crowds? What
kind of contextual elements can be automatically acquired (e.g., date, time, place) to in-
fer playful experiences, and are these contextual elements rich enough to disambiguate the
meaning of a user’s activity, with and beyond interaction with the system (Dourish, 2004)?
Should playful experiences be coded as representations to be used as information that the
system makes use of (as in Nicole’s device), or should fun be understood as an enjoyable
open-ended interaction dialogue between a human and machine (Cramer et al., 2010)? If
the latter, what kind of mechanisms need to be in place to ensure that not only the informa-
tion presented is ‘about’ fun and playful experiences, but the human-machine interaction
is itself an enjoyable experience? If fun and enjoyable experiences can indeed be predicted
and catered for, how can this be measured? In this chapter, our main research question is:

RQ 2: How can location-aware multimedia messaging (LMM) systems be
used to support playful urban interactions?

Below we will try to address the above question, where the rest of this chapter is
structured as follows: first, we provide definitions for an experience in general and a playful
experience in particular. Next, we discuss in detail that inferring playful experiences largely
depends on whether context is viewed under a positivist or phenomenological lens. Then,
we briefly describe past research efforts with using a LMM prototype that allows capturing
experiences into different media forms and discuss how the playful experience of capture
can be maintained. Afterwards, we briefly highlight common methodological problems that
arise when measuring experiences of people under mobile and ubiquitous environments.
In response to each of the mentioned problems, we draw three design considerations for
the study and design for playful experiences under mobile and ubiquitous environments.
Finally, we present our conclusions.

3.3 What is a Playful Experience?

We agree with Law et al. (2009) when they state that the high degree of mutual consensus in
the current Human-Computer Interaction (HCI) community over the importance of study-
ing and designing for the user experience (UX) is truly intriguing. The trend towards thor-
oughly investigating the UX is in part a reaction to the traditional HCI usability frameworks
that take user cognition and performance as key aspects in the interaction between humans
and machines. With the advent of mobile and ubiquitous computing, human-technology
interactions, even if they involve work settings, need not be about work (Cramer et al.,
2010; Greenfield, 2006). This computing for everyday ‘non-serious’ life has shifted the
attention of HCI towards user affect and sensations, where the user experience has become
a desirable thing to have during the interaction with a system. Yet what exactly is this user
experience? As Law et al. (2009, p. 719) write: “...UX is seen as something desirable,
though what exactly something means remains open and debatable.” They move on to ar-
gue that embracing a unified definition of the user experience can reap valuable scientific
and (industrial) design benefits by: a) facilitating scientific discourse within and across
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disciplines to avoid communicational breakdown b) aiding the operationalization and eval-
uation of experience-centric applications c) helping understand the term, its importance
and scope.

The term ‘user experience’ is already pregnantly associated with a wide range of fuzzy
and dynamic concepts, with attached attributes such as pleasure, joy, pride, etc. (Law et al.,
2009; Hassenzahl and Tractinsky, 2006). In a survey conducted to arrive at a unified def-
inition of UX, Law et al. (2009) found that the elements of the UX provided by their par-
ticipants largely conformed to the ISO definition of UX (ISO DIS 9241-210:1994, 1994),
which states: “A person’s perceptions and responses that result from the use or anticipated
use of a product, system or service.” We find that the ISO definition to be accurate, in part
because it provides an abstraction without appeal to specific affective attributes (such as fun
or pleasure). However, we find that its accuracy comes at the cost of being overly general
in aiding the study and design of context-aware systems. Also, while the definition pro-
vides the future aspect of anticipating an experience, it is missing the retrospective aspect
of looking at a finished experience.

In attempt to understand experiences, we took the present and past relational tempo-
ral properties of experience into account, allowing us to distinguish between prospective
experiences (i.e., experiences as they are currently happening) and the retrospective under-
standing of experiences (i.e., the mental time travel to an experience episode in the past
(Tulving, 2002)). This is in line with how Hassenzahl and Sandweg (2004) understand an
experience, where they make a distinction between instant utility (a moment in product
use within a larger experience episode) and remembered utility (a retrospective summary
assessment of the product use experience). Not surprisingly, when they asked their partici-
pants how they felt towards a product after they used it, they found that remembered utility
is not necessarily the sum of all measured instant utilities. As will be explained later, the
decision to view an experience from within (during its occurrence) or from without (after
its elapse) also relates to which epistemological stance (positivist or phenomenological)
one adopts in conceptualizing and reasoning about the world.2

We distinguish between the process of an experience and the memory of an experi-
ence, where playful experiences are a subset of both. We define the process of an experience
(based on Nack (2003)) as a sensory and perceptual process that some person undergoes
(either through direct participation or observation of events and situations) that results in
a change in that person. The high variability and subjective interpretation involved in pre-
dicting an experiential process indicates that it is useful to retrospectively capture a given
experience; in other words, to consider the memory of an experience. Based on the defi-
nition of episodic memory given by Tulving (1993), we define an experience memory as
the result of an experiential process, which can be manipulated and actively recalled. The
memory of an experience consists of one or more actors, a spatiotemporal aspect, a social
aspect, a cognitive aspect, and an affective aspect. We use these aspects of an experience
memory as a basis for studying experience capture using LMMs. This approach is sim-
ilar to the one employed by Wigelius and Väätäjä (2009), where they made use of five
dimensions of the user experience to study and design for mobile work (e.g., mobile news
journalism): social, spatial, temporal, infrastructural, and task context. However, while

2While the field of epistemology involves more than just positivism and phenomenology, we are here con-
cerned with only these two.
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Wigelius and Väätäjä (2009) separate the characteristics of the user and system from the
contextual factors involved, in our understanding of experiences we treat contextual factors
as part and parcel of the user’s memory of a past episode.

A playful experience, when understood as a process, is characterized by amusement,
risk, challenge, flow, tension, and/or negative affect (Csikszentmihalyi, 1990; Nacke et al.,
2009). However, we believe that only amusement, which is an affective reaction to a ‘play-
ful’ activity, is a sufficient condition for playful experiences. While the other attributes
(such as tension, risk, flow) can frequently occur in playful experiences, each by them-
selves, unlike amusement, do not uniquely give rise to a playful experience. According to
the definition of playfulness provided by Cramer et al. (2010, p. 1), playfulness refers to
“non-utilitarian (but not necessarily non-useful) aspects of interactions that provide plea-
sure or amusement.” While we do not fully agree with Cramer et al. (2010) that a playful
experience is non-utilitarian (as playful experiences serve a practical goal of making one
feel better as well as aid child learning and development), we do agree that playfulness
is largely based on how an activity is approached, rather than an essential property of the
activity itself (Csikszentmihalyi, 1990). While this indicates that playfulness is a mental
state brought forth by users to an activity, it does not entail that playful interactions can-
not be anticipated for particular user groups and explicitly designed for. In other words,
if coupled human-system activities frequently draw users toward playfulness during the
interaction process, the designer can reason backwards and identify what it is about the
interaction that prompted the playfulness in the first place. As will be shown later, the
problem of cleanly delineating the cause of a phenomenon (in this case playfulness) for
intelligent inference is subject to what notion of context is adopted.

For fun and playfulness, we believe that the most common elicitors of playful expe-
riences are games (e.g., board games, video games), where most games tend to be chal-
lenging, create tension, a sense of flow, induce positive and negative affect, and evoke
amusement (Nacke et al., 2009; Poels et al., 2007). However, something like The World’s
Deepest Bin,3 a bin that makes an elongated sound to indicate depth when someone throws
something in it, only elicits brief amusement. Nevertheless, interacting with the bin qual-
ifies as a playful experience because it elicits amusement. What characteristics of playful
experiences (e.g., tension, amusement) are to be elicited in users depends largely on the
purpose of the system: is the system designed to carry out tasks that are useful or serious
(e.g., a context-aware tourist guide (Cheverst et al., 2000) or context-aware firefighter sys-
tem (Jiang et al., 2004)), or is it meant to entertain (e.g., a location-based game (Benford
et al., 2005) or a virtual storyteller (Lim and Aylett, 2009))? While the purpose of the sys-
tem can aid in helping designers conceptualize the kind of playful experiences desired in
interacting with the system, the real problem is how, if at all, can a system infer a playful
experience when it happens.

3.4 The Inference Problem

How can a system automatically detect and recognize an experience as playful? What
kind of contextual clues are necessary for a system to draw this kind of inference? The

3One of several initiatives taken by Volkswagen to improve people’s behavior:
http://www.thefuntheory.com/worlds-deepest-bin, last retrieved on 01-08-2013
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answer to these questions we believe lies in revisiting the concept of ‘context’. Dourish
(2004) argues that the notion of context in ubiquitous computing varies with respect to two
distinct schools of thought: positivism and phenomenology.

3.4.1 Positivist vs. Phenomenological Theories

Positivist theories, tracing back to sociologist Auguste Comte (1880), derive from a rich,
rational and empirical history that takes the scientific method as the sole arbiter of objec-
tively attainable knowledge. This epistemological stance seeks to reduce complex social
phenomena into objective, clearly identifiable descriptions and patterns that are idealized
abstractions of the observed social instances and situations that make up such phenomena.
Phenomenological theories on the other hand, tracing back to Edmund Husserl (1917), are
essentially subjective and qualitative. Objective reality according to the phenomenologists
is always channeled through the interpretive lens of human perception and action; as Dour-
ish (2004, p. 21) writes, “social facts are emergent properties of interactions, not pre-given
or absolute, but negotiated, contested, and subject to continual processes of interpretation
and reinterpretation.”

According to Dourish (2004), the positivist account of context renders context as a
representational problem whereas the phenomenological account makes context an inter-
actional one. The representational problem is essentially concerned with how context (such
as location, time or date) can be encoded and represented in a system so that the system can
intelligently tune its behavior according to what values these precoded contextual factors
take in a given situation. The main assumption here is that human activity and context can
be cleanly separated. For example, the lighting of a room (a contextual factor) is seen as
independent of the series of actions required to make coffee (activity) in the room.

By contrast, the interactional problem is primarily concerned with how and why peo-
ple, through interacting with one another, can establish and maintain a shared understand-
ing of their actions and the context they occur in? To revisit the coffee example, the phe-
nomenological take on it would be that the lighting of the room and the coffee making
within it are inseparable; they are tightly woven into an activity-context coupling that give
a unified experience, without which that particular experience could not be said to have
happened. For Dourish (2004), this underscores the distinction between viewing context as
a set of stable properties that are independent of human actions and viewing context as an
emergent set of features that are dynamically generated through common-sense reasoning
and culturally entrenched beliefs about the world throughout the course of interaction. In
other words, while positivism strives for universals (attained through the method of induc-
tion), phenomenology contests that the richness of particulars is irreducible to abstraction.

3.4.2 Playful Representation or Interaction?

How do the two accounts of context fare into our understanding of playful experiences? In
the context of LMM, we make the distinction between playfulness as an information-rich
post-hoc representation (cf., experience memory and the positivist claim) and playfulness
as interaction (cf., experience process and the phenomenological claim). To illustrate, the
kind of playfulness that Nicole’s mobile system in the opening scenario affords is retrospec-
tive, where the system representation of experiences is composed of a clearly identifiable
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collection of past, personal and publicized multimedia messages that have been annotated
as ‘fun’. The very act of conceding that labeling these multimedia messages with an iden-
tifiable label such as ‘fun’ is possible arises from a positivist understanding of the world.
Following the sequence of Nicole’s activities, the representational vehicle (the media pre-
sentation of other people’s experiences) which subserves the subsequent experiential pro-
cess that she undergoes when sitting down at the seaside café (namely, absorbing the sun
rays and making a multimedia message of her own) is seemingly no longer within the scope
of her interaction with the system (Dourish, 2001). This happens despite that causally, the
system representation is what brought her to have the experience at the seaside café in the
first place.

Following Nicole’s interaction with the system to its interactional finish point, we see
that the situation changes when Nicole consults her device while she awaits her hookah:
the system’s presentation of an older crowd, mistaken about Nicole’s notion of fun, has
now interfered with and altered her current joyful experience. This unanticipated system
response can be seen as a flaw when explicitly designing playful human-mobile interac-
tions, where ‘playfulness’ is scoped only between the interactional possibilities that rest
between the user and the system. We believe this reflects the deeper issue of whether to
treat playfulness as a representational problem independent of the actual activity process
involved in playfully perceiving and acting upon it, or on the other extreme, letting the
playful process bleed into interaction windows where the interaction is no longer playful.
It is this problem of scoping that makes inferring playful experience a hard problem. Since
the context-sensitive variables precoded into the system representation do not account for
and update dynamically with the unfolding of the human-system interaction process, in-
ferring playfulness becomes entangled between the system representation and the human
interaction with this representation, leaving the system with poor inferential precision.

3.5 The Maintenance Problem

In related work (see 2), we investigated the contextual factors involved in LMM (El Ali
et al., 2010). Part of this effort involved field testing a LMM prototype application that
allows leaving multimedia messages at locations using three different media types: text,
drawing, and photos. The prototype was pilot-tested with 4 participants where an in situ in-
terview method (Consolvo et al., 2007) was used to measure participants’ user experience.
By annotating locations, the prototype lets users capture their experiences by allowing them
to create a digital memory snapshot of it. The generated message remains anchored to the
location it was created at for later viewing by anyone who has the application installed on
their smartphone and is at the same place where the message was created.

3.5.1 Fun, But Not Useful

After briefly explaining how the prototype works and how to use it, we let participants
at a café create multimedia messages in all three supported media types: drawings, text,
photos. For the drawn expressions, two of the participants drew a cup of coffee to show
that you can get coffee at the cafeteria. The other two made graffiti expressions, where their
drawings augmented parts of the environment. For the drawings, we found that drawings
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were meant only as fun digital augmentations on the physical environment. When asked
about his/her drawing message, S1 explained: “Well that [‘Dancer in the Dark’ poster] is
a poster that I enjoy looking at a lot when I’m drinking, and I always wondered about the
frame, so I wanted to draw lines around it, but to do it freely. Doesn’t have a purpose but
it looks nice.”

For the textual messages, participants used text for: recommending items (e.g., S4:
“You should try the green tea”), a means for self-expression (e.g., S1: “Beer Perspective”
and S2: “Things are looking up”), or as a warning to others (e.g., S3: “Don’t confuse
gravy with soup”). For the photo expressions, two of the participants took a photo of the
experimenter, and the other two a photo of the street. All photo messages made were used
as a means to contrast the present with the future that others will witness (e.g., friends
viewing photos of them with the experimenter at a later time).

When participants were later asked about their overall experience with the LMM pro-
totype, they all reported that it was fun to doodle over the environment and leave photos
to share with public and private networks, but did not find either of them to be useful. On
the other hand, they all found that it is useful to share text messages (such as recommenda-
tions) with others at a place. Using text for practical purposes is in line with what Persson
and Fagerberg (2002) found in evaluating the GeoNotes messaging system and what Bur-
rell and Gay (2002) found for the E-graffiti system. The lack of usefulness in drawing or
capturing photos in the LMM prototype hinted that perhaps an incentive mechanism that
motivates users to use the application is needed to ensure that the experience of capture
using the LMM application is perceived as not only fun, but also useful (cf., discussion by
Greenberg and Buxton (2008) on why designed systems must first be deemed useful, and
only then usable). Equipping a system with persuasive techniques to increase personal and
social gain has been explored in social media networks (e.g., Cherubini et al. (2010); Singh
et al. (2009)), where users are provided with a strong incentive to make contributions of a
certain type (e.g., high quality media contributions). Likewise, if game-theoretic elements
are designed into the interaction process, the playful aspects of using LMM can be main-
tained beyond amusement reactions, insofar as the LMM contribution behavior of users is
reinforced with personal and social rewards.

3.6 The Measurement Problem

Finding an appropriate testing methodology to understand playful experiences that can un-
lock suitable interaction methods in mobile and ubiquitous settings poses a real challenge.
This challenge is amplified by the difficulty in probing into the inner subjectivity of the
cognitive and emotional lives of people under changing contexts and while on the move.
There has been several successful attempts at measuring user’s experiences, especially dur-
ing interaction while immobile. Much work in this respect has focused on interaction with
digital (video-)games (e.g., (Nacke et al., 2009; Bernhaupt et al., 2008; Mandryk et al.,
2006)).

44



3.6. The Measurement Problem

3.6.1 Subjective and Objective Experience Measures

Broadly, experience measurements can be broken down into subjective and objective mea-
sures (Bardzell et al., 2008; Greenberg and Buxton, 2008). Subjective measures typically
involve self-reports of a given experience, where methods for obtaining them typically
include interviews, surveys, and ethnomethodological techniques in general (Kuniavsky,
2003). A popular measure to measure the gaming experience has been the use of the Game
Experience Questionnaire (GEQ) (Nacke et al., 2009). Objective measures, by contrast,
evaluate observable aspects of a person’s experience independent of that person’s percep-
tion. These can range from observations of human posture and gait, button press count and
task completion time, to physiological measurements such as Electroencephalogram (EEG)
recordings, Galvanic Skin Response (GSR) recordings, Electromyography (EMG) record-
ings, or eye movement capture using Eye-tracking hardware (Nacke et al., 2009; Bardzell
et al., 2008). Such objective metrics however are difficult to generalize to mobile and ubiq-
uitous environments (Kellar et al., 2005), where not only is the user’s location subject to
change, but also the context at a given location.4

One methodology that promises to deal with the fuzzy nature of user testing in the
wild is the Living Lab methodology (de Leon et al., 2006; Eriksson et al., 2005). El Ali
and Nack (2009, p. 23) defined the Living Lab methodology as research grounds for the
testing and evaluation of humans interacting with technology in natural settings, to “bet-
ter inform design decisions sprouted from what real-life users want, so that technology
development becomes an intimate three-way dance between designers, developers, and
users.” Two challenges to this ambitious research agenda raised by El Ali and Nack (2009),
the risk of over-measurement and under-measurement, warrant recapitulation here. While
these considerations are fairly general, they are stated here to underscore the importance
of choosing the right testing methods for measuring experiences in mobile and ubiquitous
environments.

3.6.2 Over-measurement and Under-measurement

Over-measurement can occur when a user is left to freely use a mobile and/or ubiquitous
experience-centric application while on the move. Without informed understanding of what
kind of data is being collected, extraction of meaning from the continuous flux of data (e.g.,
interaction history logs) proceeds in an ad hoc manner, and thus risks a loss in interpretation
and quality of drawn implications. Consider Nicole’s complex behavior in the introductory
scenario, where she initially accepted the seaside walkway recommendation from her de-
vice, but retracted the recommendation later in light of new information about the café she
is at. Without being explicitly informed about what kinds of media she, or people like her,
find enjoyable and fun, it would not be possible for a system to adequately adapt to her
needs. This indicates that interaction behavior should be constrained to a small number
of measurable units that provide (partial) immunity from the unpredictable nature of un-

4There are exceptions to this: mobile Electrocardiograph (ECG) can measure heart rate while a person is
moving, the wearable EOG goggles (Bulling et al., 2009) can measure (saccadic) eye movements in everyday
interactions, and Brain-Computer Interfaces (BCIs) such as wearable EEG can measure brain electrical activity
during daily interactions (Casson et al., 2008). While indeed these kinds of tools permit objective measurement,
they are not without problems: a) the collected signals are difficult to interpret (especially in noisy environments)
and b) these devices are not always feasible for use in user tests.
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supervised human-technology interaction. Without minimal supervision exerted on testing
conditions during system evaluation and early development, caution should be exercised
concerning whether or not the elicited knowledge is trustworthy enough to solicit informed
understanding and design of mobile and ubiquitous systems.

At the other end of the spectrum, rigorously controlled laboratory testing can result
in under-measurement, where the main problems are: a) testing is confined to the walls
of the laboratory. This means that ‘natural’, mobile behavior is by necessity beyond the
scope of the method b) only a handful of experiential variables can be measured. This
is due to the complexity and error-proneness of developing multidimensional designs that
can properly incorporate several independent variables and tease out the possible effects on
the dependent variables of interest. Together, these problems make controlled laboratory
testing, by itself, insufficient for measuring playful experiences in mobile and ubiquitous
environments.

Given the two highlighted problems, how can a middle-ground be reached for eval-
uating experiences in unconstrained environments? One immediate response provided by
El Ali and Nack (2009) is to split the evaluation process into two phases: subjective obser-
vation and objective measurement. In the observation phase, the researcher employs out-
door, subjective observational methods during the early design stages of application devel-
opment as a means of reducing the phenomenon dimensionality down to a few objectively
measurable variables. During the second phase, depending on their nature, these variables
can be experimentally teased out under rigorously controlled indoor environments. There
are two promising augmentations to the early observation phase, well-suited for dealing
with the difficulties in evaluating context-aware applications under mobile and ubiquitous
environments: using Urban Pervasive Infrastructure (UPI) methods (Kostakos et al., 2010,
2009) and context-aware Experience Sampling Methods (ESMs) (Consolvo and Walker,
2003; Froehlich et al., 2007).

3.6.3 UPI Methods and ESMs

Without going into excessive detail, the UPI methods defined by Kostakos et al. (2009)
are built on the premise that the city can be viewed as a system, where the variables of
interest are the combination of people, space, and technology that together aid in studying
and deploying urban pervasive applications.5 These methods deal with five characteristics
of the UPI: mobility (e.g., human distance travelled or visit duration), social structure (e.g.,
social network analysis metrics such as degree of separation), spatial structure (e.g., space
syntax metrics such as integration), temporal rhythms (e.g., time-based distributions of
people’s activities), and facts and figures (e.g., statistical characteristics such as number of
devices detected at a defined area).

Focusing on the above characteristics, Kostakos et al. (2009) have developed methods
of observation and analysis that reveal real-world values under these metrics. For example,
in their ‘augmented gatecount’ observation method, gatecounts (using Bluetooth scanners)
are used to define the flows of people at several sampled locations within a city. The main
point here is that these concepts, metrics and methods can considerably aid in gaining an
understanding of a city objectively, which in turn aids in the early design stages of appli-

5In this context, ‘urban pervasive applications’ is synonymous with ubiquitous applications deployed in a city.
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cation development. To ground it in context of playful experiences, the understanding of
a city afforded by the UPI methods can identify spatial and social clusters in a city where
people meet for entertainment purposes (e.g., the movies or the park), which provides sup-
port for narrowing down the objective of playful applications to the right target group or
spatial structure.

Other methods that are useful in evaluating and narrowing down the early design
space of mobile and ubiquitous application development are Experience Sampling Methods
(ESMs) (Consolvo and Walker, 2003). ESMs work by alerting participants each day to fill
out brief questionnaires about their current activities and feelings. Sampling experiences
throughout the course of a day make ESMs a great tool to evaluate a given application in
situ. Moreover, unlike classical self-report techniques, ESMs do not require participants
to recall anything and hence reduce cognitive load. Typical studies with ESMs involve a
minimum of 30 participants, and are longitudinal. The longitudinal aspect also means the
analysis of collected structured data from participant responses is amenable to statistical
analyses. Together, these characteristics of ESMs make them not only invaluable tools in
uncovering current usage of mobile and ubiquitous applications, but practical methods of
investigating human ‘technology’ needs under different, real-world contexts. An exem-
plary translation into the opening scenario would be interval-dependent or event-dependent
sampling of Nicole’s experience of playfulness with her environment and/or with the de-
vice. By sampling Nicole’s experiences, her device is able to build a predictive user model
that probabilistically knows what things she finds fun, and can tailor the media presentation
accordingly.

To sum up, while measuring experiences is a difficult endeavor, deliberation over and
choosing the right testing methodology can be extremely useful in aiding the design and
development of mobile and ubiquitous applications meant to elicit playful experiences.
Moreover, the process of designing for playfulness can strongly benefit from objective
social, spatial, and temporal analysis using UPI methods as well as user models built from
contingent experience sampling from users across a given timespan.

3.7 Design Considerations

For each of the problems highlighted above (the inference problem, the maintenance prob-
lem, and the measurement problem), we provide design considerations that we believe are
relevant in the study and design for playful experiences under mobile and ubiquitous envi-
ronments:

1. Experience Representation vs. Interaction Experience: As stated in Section 3.4,
a distinction can be made between an experience representation, which is informa-
tion ‘about’ an experience, and the experience itself, which is a process emergent
from an undertaken activity. This reflects the difference in how one understands
context. Under a positivist view, the focus is on capturing experiences while un-
der a phenomenological view the focus is on eliciting experiences through coupled
activity-context pairs. For capturing experiences, the aim is to provide an adequate
representation of any experience that took place, of which playful experiences are
an instance. This requires a computational method for annotating the media-based
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experience representations with the right kind of information (e.g., affective infor-
mation about the degree of fun had) for later intelligent retrieval (cf., Nicole’s device
suggesting fun places nearby given her request of fun things to do).

For eliciting experiences, the aim is to subject users to activities and contexts that
would strongly correlate to (if not cause) a desired type of experience (e.g., experi-
encing trust when interacting with a system). The concern here is not about which
contextual elements are supported so as to sufficiently re-contextualize the experi-
ence of others, but rather about the scoped playful interaction between the user(s)
and the system, where the user experience takes place during the interaction pro-
cess itself. For example, the act of shaking a mobile device to indicate a change
in preference for presented location recommendations can itself be a playful experi-
ence. In the domain of LMM, one way of enhancing the playful experience would
be to provide the right kind of multimodal input and output support (Chittaro, 2009).
For example, labeling a media expression (e.g., a photo) by means of textual input
(cf., Section 3.5) might be more intrusive and interruptive of a playful experience,
whereas a voice command of ‘fun’ that achieves the same function can occasion
a more seamless interaction experience. In short, researchers and designers alike
should be aware of which epistemological stance (positivist or phenomenological)
they commit to when studying and designing for experiences in general and playful
experiences in particular.

2. Incentive Mechanisms as Mediators of Continuous Playfulness: We mentioned
in Section 3.5 that our pilot study participants had reported that their interaction with
the LMM prototype for doodling and photo-capture was fun but not useful. This led
us to consider that, at least for LMMs, users require an incentive to interact with the
system that transcends merely playful interaction. In other words, the fun things such
as tension and challenge, risk and unpredictability, positive and negative affect, have
to be deliberately embedded in the interaction process. However, the fun aspects
should be secondary to the user task of documenting and sharing their experiences
as multimedia messages. Simply put, the perceived usefulness of a system should be
treated as a first-class citizen.

Notwithstanding the importance of usability issues, this raises an important issue of
whether the user should be made aware of the real goal of the performed task (i.e.,
task transparency), and in what domains does it actually matter to apply such persua-
sive techniques. For example, implicit ambient light feedback is a useful mechanism
to unobtrusively indicate excess electricity consumption during the day. A promis-
ing approach for applying incentive mechanisms in the context of LMM is to utilize
game-theoretic approaches (Singh et al., 2009) to create competitive game-like en-
vironments that persuade users to perform a given task, such as tagging or rating
people’s generated messages (cf., Facebook’s6 ‘Like’ button). This would not only
motivate users to collaboratively rank the generated content, but given the competi-
tive element, would make the experience of doing so fun and engaging.

3. Balancing Testing Methodologies when Measuring Playfulness: Measuring fun
and playfulness is by now a well-known slippery endeavor (Cramer et al., 2010). As

6http://www.facebook.com; last retrieved: 01-08-2013
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mentioned in Section 3.6, the difficulty arises in deciding to test users in a natural
setting, where objective experiential data is hard to acquire. At the other extreme,
controlled testing permits objective measurement at the cost of narrowing explana-
tory scope. While there is no clear prescription for the most effective approach to
evaluating experiences, it is likely that a gradual progression from unconstrained to
controlled testing in the course of mobile and ubiquitous application design and de-
velopment is an effective means to measure experience. More concretely, during
early design stages, outdoor testing of mobile users can help yield design implica-
tions that help narrow down the set of observable phenomena to a few variables,
which can then be experimentally teased out in a more controlled environment.

As we have suggested, there are two promising methods to augment understanding,
analysis, and narrowing down of the early design space: UPI methods and ESMs.
While UPI methods permit objective measurement and analysis of structures (social,
spatial, temporal) within the city, ESMs can help shed light into individual human-
technology needs under certain places and times. Due to the importance of objective
measurement and analysis on the one hand, and the need to systematically under-
stand human subjective responses on the other, we believe that a combination of both
methods can strongly aid in both understanding the playground of existing playful
interactions, and the subsequent development of future-generation mobile and ubiq-
uitous tools to enhance these interactions. For example, the duration of a visit at a
particular site in a park with a particular social setting (characterized for example by
a minimum person co-occurence frequency count) can be used as a trigger for unob-
trusively sampling a person’s experience. That person’s response includes both the
receptivity to the sampling interruption as well as the content of interruption (e.g.,
what activities he was engaged in at that moment and with how many people). This
response in turn can on the one hand provide a useful feedback loop (Kostakos et al.,
2009) into the quality and capacity of objectively measuring and inferring people’s
activities from such measurements, and on the other hand shed light into what kinds
of experiences these people undergo at certain locations within a city (such as the
park).

3.8 Conclusions

In looking at what playful experiences are, how they can be inferred, how the experience
of capturing them can be motivated and maintained, and how to measure them, we have
underscored what we believe to be fundamental problems underlying the scientific study
of playful experiences in mobile and ubiquitous environments. Drawing on past research
efforts and an envisioned LMM usage scenario, we hope to have drawn attention to the
importance of thoroughly examining the different aspects of playful experiences (infer-
ence, capture-maintenance, measurement) when designing LMM systems to be used under
ubiquitous environments.

As highlighted in the introductory scenario, there are a myriad of cognitive and af-
fective factors intermixed with the system interaction that are difficult to experimentally
and computationally disentangle. This in part stems from which epistemological stance
(positivist or phenomenological) one chooses to adopt in practicing HCI (Section 3.4). In-
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termixing the two views, at least in LMM, makes it difficult for a system to automatically
acquire the right kind of experiential information (e.g., media tagged or rated as fun that
corresponds to how fun an experience was) and to intelligently retrieve this information
in the right situation (cf., Nicole’s desire to experience something fun), while at the same
time ensuring that interaction with and cognitive processing of this information is itself
enjoyable. The latter point, as we mentioned (Section 3.5), can be mediated by explic-
itly incorporating fun and enjoyable game-like elements in the experience capture process.
Lastly, we considered the problems that arise in measuring experiences in general and play-
ful ones in particular (Section 3.6), and argued that a gradual progression from controlled to
out-in-the-wild testing provides a systematic methodology which can aid in understanding
the playground for future experience-centered mobile and ubiquitous systems.

In response to the highlighted problems, we have furnished playful HCI with three
design considerations (experience representation is not the same as interaction experience,
incentive mechanisms can be mediators of playfulness, and measuring playfulness requires
a balance in testing methodology choice) that together serve as useful guidelines for sci-
entifically studying and designing playful experiences in mobile and ubiquitous environ-
ments. The need for clear guidelines has been well-articulated by Greenfield (2006, pg.
232) when he wrote back in 2006: “Much of the discourse around ubiquitous computing
has to date been of the descriptive variety...but however useful such descriptive methodolo-
gies are, they’re not particularly well suited to discussions of what ought to be (or ought not
to be) built.” Yet to what extent it is possible to truly design and build mobile and ubiqui-
tous systems that carry out the task of capturing experiences while making the experience
of capture itself fun and enjoyable remains an open question.

While Chapter 2 and 3 focused on the overall user experience and elicited playfulness
of multimedia messaging behavior at urban locations, these studies also showed that urban
interactions take place across locations, rather than isolated locations. To account for the
connectedness of urban interactions across locations, in the next chapter (Chapter 4) we
follow up with a study that investigates the design and evaluation of a system that allows
pedestrians to explore a city.
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4
Automatic Exploration-based Route

Planning

We investigate the problem of how to support city resident and tourists wishing
to explore a city. We introduce an approach borrowed and adapted from bioin-
formatics to build an exploration-based route planner that leverages 5 years of
geotagged photos taken from the photo sharing website Flickr (Route Plan-
ner Study). We evaluate our generated exploration-based route plans through
a controlled laboratory study, as well as through a web survey. Drawing on
experience questionnaire data, web survey responses, and user interviews, the
findings led to a set of design recommendations for going towards automatic
data-driven approaches to support city exploration, and the role different dig-
ital information aids play in supporting such exploration behavior. The work
presented in this chapter was published as “Photographer Paths: Sequence
Alignment of Geotagged Photos for Exploration-based Route Planning” in the
Proceedings of the 16th ACM Conference on Computer Supported Coopera-
tive Work and Social Computing (El Ali et al., 2013b).

4.1 Introduction

We are not always in a hurry to get from point A to point B. Sometimes we take a longer
route because it is more scenic, more interesting, or simply to avoid the mundane (Hochmair,
2004). While expert tour guides (e.g., Lonely Planet1) tell us what to see and do, they
are geared towards recommending destinations and tour guide offers, not generating route
plans or journeys. In fact, research has focused extensively on tourism, and replete with
how to develop mobile technology (or electronic mobile guides) to support travelers and
tourists in ‘what to do’ (Kenteris et al., 2011; Brown and Chalmers, 2003). For current route
planning services (e.g., Google Maps2), the generated routes are tailored towards provid-
ing shortest paths between any two locations. However, city pedestrians, whether tourists
or locals, may not always want the fastest route – this is strengthened when for example

1http://www.lonelyplanet.com/ ; last retrieved: 01-08-2013
2http://www.maps.google.com/ ; last retrieved: 01-08-2013
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considering the buzz surrounding Foursquare’s3 launch of the Explore functionality that
recommends places based on friends’ check-ins. In other words, given the right context
and time, people do wish to wander into hitherto unfamiliar or unconventional paths. How-
ever, there is surprisingly little work in CSCW and geographic HCI (Hecht et al., 2011)
that addresses this gap: how can we build city route planners that automatically compute
route plans based not on efficiency, but on people’s trailing city experiences? Importantly,
how do these experiences influence our route preferences and perception of urban spaces?

With the unbridled adoption of location-aware mobile devices that permit geotagging
multimedia content, places and routes can now be ubiquitously micro-profiled with geo-
tagged user-generated content. This geotagged data comes from mobile social media ser-
vices (e.g., Flickr4, Twitter5), and relates to the actions and experiences of thousands of
people at different locations. In line with a recent SIG meeting discussing the research
opportunities of geographic HCI and the rise and use of User-Generated Content (UGC)
(Hecht et al., 2011), we believe this geotagged data can be used not only for revealing the
social dynamics and urban flow of cities (Kostakos et al., 2009), but also unlock fragments
of user intentions and experiences at places and transitions between them. This data can
provide a latent source for generating exploration-based routes traversed in a city that are
not based on travel efficiency.

In this chapter, we focus on sequences of geotagged photos, which we show can allow
computing city paths that represent the history of where the photographers of these photos
have been. By using this latent information on photographer paths, we believe this unlocks
novel application and research avenues for data-driven exploration-based route planners.

4.2 Research Questions

Our main research question is:

RQ 3: How can we automatically generate routes to support pedestrians in
exploring a city?

Specifically, what existing data sources and which methods can be used to generate such
routes, and how are these routes perceived in comparison with both the popular and fast
routes in a city? While our target user group is city residents (defined as having lived in
the city for at least one year), our contributions as will be shown later also apply to tourists
who wish to discover off-beat paths when visiting a city.

To define what constitutes an interesting walkable route, we reasoned that the mobility
behavior of city photographers tells us something about worthy alternative routes in a city.
The underlying assumption here is that locations of photographs are potentially interesting
as the photographer(s) found it worthwhile to take a picture there. For this purpose, the
image photo-sharing site Flickr provides a suitable data source given that many images are
geotagged.6 Here, we focus on users that do not have any specific interest or do not want to

3https://foursquare.com/ ; last retrieved: 01-08-2013
4http://www.flickr.com/ ; last retrieved: 01-08-2013
5http://www.twitter.com/ ; last retrieved: 01-08-2013
6Around 520,00 geotagged photos tagged with ‘Interesting’ in Amsterdam alone (retrieved on 30-05-2012).
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supply this interest and they just want to be given an interesting route from A to B, which
we suspect city photographers (be they locals or tourists) can help unravel.

To avoid making the user supply preferences, we wanted to automatically generate
routes based on where people traveled within a city. But not every route may be inter-
esting, so we focused on routes made up of locations were people took pictures, given
our assumption that taking a picture somewhere depicts an interesting location. One such
route made out of photographs from a single photographer is insufficient, so ideally we
want multiple photographers that took pictures at the same locations in the same sequence,
i.e. took the same route and found similar things photo-worthy along the same locations.
Thus, we needed a method that handles not only where photographers have been, but im-
portantly, in what order they have been there and to what extent their movements resemble
the movements of other city photographers. To achieve this, we use sequence alignment
(SA) methods. These methods are borrowed from bioinformatics and later adapted to time
geography to systematically analyze and explore the sequential dimension of human spatial
and temporal activity (Shoval and Isaacson, 2007). We hypothesize that the aligned routes
traversed by multiple city photographers (or ‘photographer paths’) provide desirable paths
for pedestrians wishing to explore a (familiar) city. Furthermore, while we are concerned
with route planning using both mobile devices and desktops, here we focus on pre-trip
route plans, which usually involves viewing routes on a desktop.

Our work yields two main research contributions: a) a novel data-driven methodol-
ogy for generating walkable route plans based on photographers’ paths in a city and b) an
empirical understanding (based on quantitative and qualitative assessments) of how users
perceive these photographer paths in comparison with today’s efficiency driven route plan-
ners and popular routes. Additionally, we provide a preliminary investigation on the role
that digital information aids on a map (e.g., Points-of-Interest (POIs), photos, comments,
etc.) play in influencing people’s decisions about which route to take for exploring a city.

The rest of the chapter is structured as follows: we give a review of related work,
followed by our Photographer Paths approach and alignment experiments. We then present
a user study (consisting of a lab and web-based study) to evaluate the different route plans
and importance of digital information aids in influencing users’ perception of city routes.
We then present and discuss our results, and finally conclude.

4.3 Related Work

Given our interest in both generating and consuming UGC-generated routes, this chapter
draws from various related work, including time geography, urban modeling techniques,
and importantly route planners.

4.3.1 Time Geography

Time geography dates back to Hägerstrand (1970), who stressed the importance of taking
into account temporal factors in spatial human activities. This gave rise to a space-time
path visualization which shows the movement of an individual graphically in the spatial-
temporal environment when one collapses the 3D space and uses perpendicular direction
on a 2D map to represent time.
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Essentially, time geography seeks to analyze patterns of human activity using space-
time paths in an objective, structural manner (e.g., aligning sequences of activities by vis-
itors to the Old City of Akko (Shoval and Isaacson, 2007)). The idea behind this is to
visualize human movement and interactions between individuals on a 2-D plane where the
x- and y- axis represent geographic coordinates (longitude and latitude, respectively) and
the z-axis represents time. This so-called space-time “aquarium” is used for analysis and
evaluation of social dynamics and activity distribution across space and time. This is use-
ful for analysis of aligned sequences of human activity, where the activity of concern here
is the photo-taking behavior by photographers of the geotagged images retrieved from the
Flickr photo-sharing site. In short, we use these representational methods to analyze se-
quences of photo-taking activities, where we later use alignments for generating walkable
city routes based on these photographer paths.

4.3.2 Photo-based City Modeling
Given the iconic correspondence between photographs and reality, we believe photo shar-
ing services like Flickr provide a window into the unique perspectives of city photogra-
phers. If we consider Flickr photo features, thousands of photos shared by photographers
come contextualized with textual user-defined tags and descriptions, geotags (latitudes and
longitude coordinates), and time-stamps (date and time of day).

Snavely et al. (2008) used the varied photos taken by multiple photographers of the
same scene along a path as controls for image-based rendering, allowing automatic compu-
tation of orbits, panoramas, canonical views, and optimal paths between 3D scene views.
Relatedly, Tuite et al. (2011) used a game-based crowdsourcing approach to constructing
3D building models, based on contributions from a community of photographers around
the world. In this work however, we are not concerned with 3D scene views (e.g., Google
Street View7), only with the generation and perception of route plans plotted on a 2D map.

Using Flickr data alone, computational approaches have been developed to understand
tourist site attractiveness based on geotagged photos (Girardin et al., 2008), constructing
travel itineraries (De Choudhury et al., 2010) and landmark-based travel route recommen-
dations (Kurashima et al., 2010), and generating personalized Point-of-Interest (POI) rec-
ommendations based on the user’s travel history in other cities (Clements et al., 2010b).
All these approaches however focus primarily on describing locations and/or landmarks
at these locations, and not on within-city routes that connect them irrespective of popular
landmarks. Closer to the present approach, Okuyama and Yanai (2011) mine sequences of
locations from Flickr geotags – however, their focus is on recommending the most popular
tourist places in a city.

4.3.3 Non-efficiency Driven Route Planners
Relevant here is whether there is work on route planners that go beyond finding routes that
optimize commute efficiency. Lu et al. (2010) developed a system to automatically gen-
erate travel plans based on millions of geotagged photos and travelogues, which was tai-
lored towards providing city tourists with popular attractions/landmarks and popular routes
between them. Relatedly, Cheng et al. (2011) mined people’s attributes from photos to

7www.google.com/streetview/ ; last retrieved: 01-08-2013
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provide personalized travel route recommendations; however, their method was aimed at
finding personalized hotspots, not for exploring off-beat paths in a city.

Arase et al. (2010) categorized travel trips from people based on geotagged images
taken and the accompanying tags and photo titles, allowing development of an application
for searching frequent trip patterns. While the goal here was catering for users that wish
to learn more about the most frequently visited places in a city, we are interested in auto-
matically computing route plans for exploring a city based on sequences of photographers’
movements. Relatedly, Hochmair (2004) present a method comprising a user survey and
subsequent clustering analysis to classify route selection criteria for bicyclists. Here, they
found that bicyclists most favored fast and safe routes, followed by simple and attractive
ones in an urban environment. Finally, using a crowdsourcing approach, Zhang et al. (2012)
developed the Mobi system which allows people to collaboratively create and edit itinerary
plans in cities, thus showing the merits of human computation tasks to provide rich plans.
In our work however, we try to automate the process of providing exploration-based route
plans in a city.

4.4 Photographer Paths

4.4.1 Approach: MSA of Arbitrarily Long Sequences

To align the geotagged photos, we used the ClustalTXY (Wilson, 2008) alignment software.
ClustalTXY is suitable for social science research, as it makes full use of multiple pairwise
alignments, where alignments are computed for similarity in parallel – in other words, it
makes use of a progressive heuristic to apply multiple sequence alignment (MSA) (Wilson,
2008). Furthermore, ClustalTXY allows representing up to 12-character words, which
allows us to uniquely represent small map regions containing the geotagged photos.

MSA is done in 3 stages: first, pairwise alignments are computed for all sequences.
Then these aligned sequences are grouped together in a dendogram based on similarity.
Finally, the dendogram is used as a guide for multiple alignment. To deal with differences
in sequence length, ClustalTXY adds gap openings and extensions to sequences. Opening
is the process of adding a gap between two previously gapless words and extension is the
process of adding another gap in between two words which already had a gap.

Throughout the chapter, ‘words’ are synonymous with ‘locations’ and ‘nodes’, where
a given term is used depending on the context of discussion. The more aligned sequences
that contain the same words, the more popular is a particular word. Thus, the most in-
teresting sequences are distilled by finding matching sequences of popular words in the
alignment results. In our approach, we map each location in a sequence to a cell in a
partitioned grid map where each cell corresponds to an indexed location unit (e.g., 125 x
125 m cell). For example, a route containing 5 locations would thus be BcEfSgQlQn,
where Bc constitutes the first word (i.e., a location). Furthermore, all repeated words were
trimmed down to one (e.g., FyEjEjEjYfWyFs would become FyEjYfWyFs). We use
a simple grid-based approach instead of a mean-shift clustering approach (cf., (Clements
et al., 2010a)) in order to allow for locations photographers visited that may not otherwise
contain many data points. We then apply MSA to the photographer routes (consisting of
sequences of their photos’ locations) to find the aligned location sequences. These are used
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for selecting matching segments of sequences across photographers – we call these exact
matches photographer route segments (PRSs).

4.4.2 Dataset

We used the Flickr API to retrieve geotagged photos within Amsterdam, The Netherlands
(17.3 km N-S and 24.7 km E-W)8 over a 5-year period (Jan. 2006 - Dec. 2010), with the
following attributes: owner ID, photo ID, date and time-stamp, tags, latitude, longitude and
the accuracy of the coordinate. This resulted in a database of 426,372 photos.

4.4.3 Preprocessing

We included in our database only photos with geo-coordinates with near-street accuracy or
better (accuracy 14-16 in Flickr attributes). We inferred the sequences taken by photog-
raphers from the time and geotags of their photos. Each photo in the sequence had to be
taken within 4 hours from the previous photo. Sequences were constrained to having at
least two or more different locations (or nodes), where each location corresponds to a cell
on the grid. Given early experiments, we used a grid cell size of 125 x 125 m. We also now
focused our grid on the city center of Amsterdam as most routes were in this area and this
would speed up alignment computation. The city center could be described using a grid of
26 by 26 cells, so 2-letter words were sufficient. These steps resulted in a dataset of 1691
routes, which had an average length of 9.92 words (min = 2, max = 124). There were 1130
unique photographers, where on average each photographer contributed 1.50 routes to the
dataset.

4.4.4 Sequence Alignment

Main parameters in MSA are gap opening and extension values. In bioinformatics these
values correspond to a penalty for splitting a DNA or protein sequence, which needs to be
restricted in order to retain informative groups of sequences of nucleotides or amino acids.
In our case this analogy does not hold and we want to match as many words as possible,
therefore we set both values to 0. Alignment for this 125m dataset took approximately 7
hours on a single core server.

To find photographers paths from PRSs, we set constraints for selecting PRSs having
at least 4 photographers having at least 2 aligned nodes (or locations/words). This choice
was motivated by the resulting PRSs from our 5-year dataset (see Fig. 4.1), where hav-
ing more photographers per route segment took precedence over number of locations (or
nodes). These 2 or more aligned nodes form the PRSs. Photographers could have made
different photos in between nodes, but they must have visited the locations in the same or-
der and within 4 hours between each visited location. After applying these constraints, we
had 231 PRSs (visualized in Fig. 4.2) with an average length of 2.61 nodes and a maximum
PRS length of 4 nodes.

8The area is based on the Amsterdam region as currently defined in the Flickr API (bounding box: 4.7572,
52.3178, 5.0320, 52.4281; centroid: 4.8932, 52.3731).

56



4.4. Photographer Paths

1468	  

667	  

159	  

35	  

517	  

101	  

10	  

231	  

25	   1	  
0	  

200	  

400	  

600	  

800	  

1000	  

1200	  

1400	  

1600	  

2	   3	   4	   5	  

A
lig
ne

d	  
Se
qu

en
ce
s	  

Unique	  loca4ons	  

Photographer Route Segments (PRSs)!

2	  photographers	  

3	  photographers	  

4	  photographers	  

Figure 4.1: Aligned sequences (PRSs) in Amsterdam over a 5-year period for different numbers of
unique photographers and locations. Our PRS set choice value (‘231 sequences’) is shown in bold.

4.4.5 PRS Aggregation

Next step was to develop a method which uses these PRSs to generate routes from a given
start location to a user specified destination. We used an implementation of Dijkstra’s
shortest path algorithm9 to find the shortest route along the PRSs. Recall that a PRS is a
transition between two or more locations/nodes based on sequences of at least 4 photogra-
phers, where a PRS is calculated from the aligned sequences of the ClustalTXY alignment.

Dijkstra’s algorithm requires a network of edges between nodes, with a specified cost
for traversing each edge. We thus had to specify how our PRSs would both connect within
themselves and to each other. Every edge cost is set to the distance between the nodes.
However, if all nodes were to be connected with each other, then Dijkstra’s algorithm would
simply output the direct connection between the start node and the end node as a route, so
we set a maximum distance for edges between and within PRSs. Dijkstra’s algorithm finds
the shortest path between nodes, but we wanted to steer the algorithm to make use of as
many transitions between nodes within each PRS as possible, even if this meant a detour,
because these transitions are more representative of the actual paths of photographers. To
solve this, we required that at least two nodes were used in each PRS, thus at least one edge
within a PRS is always used. After this hard constraint, Dijkstra’s algorithm connects a
PRS to another PRS, because using a third node within the original PRS will usually result
in a longer route. The final route would thus be made out of PRSs where only two nodes
within each PRS are used. To maximize the number of nodes within each PRS, we gave
discounts [range 0-1] to the distances of every edge (beyond the first edge) used within a

9http://code.activestate.com/recipes/119466-dijkstras-algorithm-for-shortest-paths/ ; last retrieved: 01-08-
2013
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Figure 4.2: 231 PRSs of alignments of 4 photographers and 2 unique locations in Amsterdam city
center. Best seen in color.
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Figure 4.3: Example of PRS aggregation. ‘P1N2’ stands for node 2 of PRS 1. Numbers indicate
inter-node distance. Best seen in color.

PRS, forcing Dijkstra’s algorithm to incorporate extra edges within the PRS.
A simplified PRS aggregation task using these methods is shown in Fig. 4.3. The

thick solid lines show the edges between the nodes within PRSs, while the thin dashed
lines show the connections between the PRSs and the user specified start and end nodes.
Dijkstras algorithm would normally find the following shortest path Start-P1N1-P2N1-End
with a cost of 9, but due to the constraint of at least two nodes per PRS and the discounted
edge cost (0.6 (cost) * 1 (original weight) = 0.6; shown in italics) between P1N2-P1N3,
a different route is selected. The recommended route (green edges or Start-P1N1-P1N2-
P1N3-P2N1-P2N2-End) will now make use of all the PRS edges.

We applied this algorithm on our chosen PRS set (4 photographers, 2 locations), to
create two different photographer routes in the city center of Amsterdam: one made up of 9
PRSs with 11 total connections (where black route segments are gaps filled for completing
the route), that runs from Central Station to Museumplein (CM). The other was made up
of 4 PRSs with 6 total connections (again black route segments are route gaps filled), and
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runs from Waterlooplein to Westerkerk (WW). These routes are visualized in Fig. 4.4.

Figure 4.4: Our chosen PRS set after applying the modified Dijkstra’s algorithm resulted in two
‘crude’ photographer routes (where individual PRSs are color coded): a) Central Station to Muse-
umplein (CM) route b) Waterlooplein to Westerkerk (WW) route. Best seen in color.

Figure 4.5: Visual comparison of the generated routes from Central Station to Museumplein. Best
seen in color.
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Figure 4.6: Visual comparison of the generated routes from Waterlooplein to Westerkerk. Best seen
in color.

4.4.6 Results

To turn the ‘crude’ photographer routes given by our adapted Dijkstra’s algorithm into
walkable routes, these routes were mapped to a Google Maps map where we took the
shortest walking distance between each route node (or location). This resulted in walkable
photographer paths. The Photographer Paths (PP), Photograph Density (PD), and Google
Maps (GM) route variations for our chosen two routes, Central Station to Museumplein
(CM) and Waterlooplein to Westerkerk (WW) route are shown in Fig. 4.5 and Fig. 4.6,
respectively. Explanation and motivation for the PD and GM route variations is given
below.

4.5 User Evaluation

4.5.1 Laboratory-based study

Study Design

We wanted to evaluate whether our Photographer Paths (PP) route variations are indeed
preferred by users for exploration-based route planning. While previous work (e.g., Kjeld-
skov et al. (2005)) addressed how to evaluate the usability of electronic mobile guides
(which may include route planners), there are no established standards on how to best
evaluate a service that provides alternative walkable city routes from a human-centered
perspective, especially since POI selection accuracy and routing efficiency are not suitable
measures for the desirability of the service. However there is work that addresses similar
problems. Schöning et al. (2008) evaluated location-based stories generated automatically
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from Wikipedia10 by making use of a Likert-type questionnaire. Suh et al. (2011) evalu-
ated their mobile guide in a cultural heritage setting by means of participant observation,
questionnaires, and semi-structured interviews. Kurashima et al. (2010) used a quantitative
approach where they compared their photographer behavior model against three probabilis-
tic models to account for the accuracy of their personalized route recommendations.

To evaluate whether our route variations are perceived by users as desirable alterna-
tives to current efficiency-based route planners, we chose a user-centered mixed-methods
approach that includes both quantitative and qualitative measures. While our target user
group included both city residents and tourists, here we focus on expert evaluations from
city residents. To test whether our approach provides not just a novel method for generating
routes, but routes that city residents would rate as preferable for an exploration scenario,
we chose to compare our generated route variation with two other route variations that
have a similar start and end destination. Our baseline comparison was a route based on the
density of photographs taken per grid cell, where we assumed that this would provide a
route plan through the most touristic hotspots within Amsterdam. This was chosen instead
of a route that connects a density of all POIs as a POI-density based route would require
further differentiating between the kinds of POIs, which is not the aim of a route planner
that generates routes automatically without requesting user preferences. For each scenario,
participants (who were city residents) had to evaluate the routes in Amsterdam.

Two routes were tested, each with 3 variations: Photographer Paths (PP) route, a Photo
Density (PD) variation as baseline, and a Google Maps (GM) efficiency-based route varia-
tion. For each route, participants were given scenarios. For the first scenario, participants
had to imagine being in the company of local friends on a sunny Saturday between 14-15:00
o’clock, where they wished to walk from Central Station to Museumplein (CM route). For
the second scenario, participants had to imagine being in the company of a friend (a local)
on a cloudy, Sunday evening between 19-20:00, where this friend just returned from a va-
cation and they now wished to catch up at a café near Westerkerk (WW route). While both
scenarios emphasized there was time to spare, we expected participants to favor efficiency
in the WW route.

PD route was created by drawing a path between grid cells containing the highest
density of geotagged photos taken in Amsterdam in 5 years, for the hour corresponding to
each scenario given to participants (14-15:00 and 19-20:00, respectively). The restriction
by hour was set so paths between cells remains meaningful, as plotting a 5-year dataset of
geopoints makes it difficult to differentiate between choosing one cell over another. This
route served as a popular and touristic route baseline by which to measure our PP route
against.

We set up a within-subjects experimental design, where route variation is the indepen-
dent variable, and measured dependent variables are: a) perceived quality of the presented
route variations for each route (CM and WW) b) participants’ route preferences and c)
subjective reports on what they thought about the generated routes. To measure perceived
quality of the route variations, we adapted the AttrakDiff2

TM
(Hassenzahl et al., 2003) ques-

tionnaire11 so that participants can reflect on the presented routes and give us a quantita-

10http://www.wikipedia.org/ ; last retrieved: 01-08-2013
11AttrakDiff2

TM
is a questionnaire originally developed to measure the perceived attractiveness of interactive

products based on hedonic and pragmatic qualities. However, the measured bipolar qualities that apply to inter-
active products can also apply to city routes, making for a suitable domain generalization.
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tive measure of the hedonic and pragmatic aspects of each route variation. AttrakDiff2
measures pragmatic and hedonic qualities by allowing participants to provide ratings on
a 7-point semantic differential scale for 28 attributes,12 resulting in 4 quality dimensions:
1) Pragmatic Quality (PQ), which measures usability of a product (or in our case routes).
Here, PQ gives insight into how well users can achieve their goal given each route 2) He-
donic Quality - Identification (HQ-I), which gives insight into the extent that users can
identify with a given route 3) Hedonic Quality - Stimulation (HQ-S), which gives insight
into the extent that a route stimulates users with novelty and enables personal growth 4)
Attractiveness (ATT), which provides a global value and quality perception of a route, or
in other words, perceived attractiveness.

To get further insight into participants’ perception of the route variations, we had
a two part semi-structured interview at the end of each testing session, where users could
give their feedback directly on their route preferences and inform us what information types
they find valuable in deciding whether or not a route affords exploration. For the first part,
participants were asked to give their opinion on which route variation they preferred for
each route, and what they thought about routes based on photographer paths. In the second
part of the interview, they were provided with examples of different digital information aids
and asked which (or a combination of) they found useful for exploring a city. These were:
a plain Google Maps route, Foursquare POIs (that include short textual comments left by
others) along a route, a route with Flickr photos, our PP route segments (made up of PRSs)
that shows via color coding the different route segments that make up the photographer
paths (see Fig. 4.4), and a route showing multiple photo geopoints (i.e., PD route). Finally,
they were asked about the applied potential of this kind of route planning service.

The need to investigate information types (even if not the primary aim of our study)
relates to the need for transparency and intelligibility in ubiquitous computing systems
(Vermeulen, 2010). On one hand, to make a fair user perception comparison between
routes generated by route planners means that further information cannot be provided on
a route variation. This is because we risk comparing the effects of information type on
route preference, and not the quality of the route itself. On the other hand, in an actual
route planner system, users should be given the option to understand ‘why’ a given route
is generated, which is why we had to simultaneously investigate digital information aids in
different kinds of media.

Participants

15 participants (10 male, 5 female) aged between 21-35 (Mage = 29.2; SDage= 3.3) were re-
cruited. Only participants who had lived in Amsterdam for at least one year were recruited,
to ensure that they were able to adequately judge the presented route variations. Our par-
ticipant sample spanned 9 different nationalities. Most participants claimed to know Am-
sterdam fairly well (10/15), where the rest knew it either very well (2/15) or just average
(3/15). Many (10/15) had a technical background (e.g., Computer Science), and all were
familiar with route planning services, where most (10/15) reported using route planners at
least once a week.

12Only one attribute-pair was changed to fit our study: Technical-Human was replaced with Slower-Faster for
the PQ dimension.
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Prototype, Setup & Procedure

To test the route variations, an interactive web-based prototype route planner interface13

was shown to each participant. The interface was adaptable to mobile devices, but testing
route preferences on a mobile device was not important as participants were selecting a
route based on pre-trip preferences, which usually involves viewing routes on a desktop.
The study was conducted at the User Experience lab at XYZ university. Each session
took approximately 45 min. to complete. To facilitate discussion and eventual consensus
regarding our interview questions amongst participants, participants were interviewed in
groups of three. For the first part of the study, each participant was seated in front of a
laptop, where they each interacted (zooming, panning) with the route planner interface.
For the interview, participants were allowed and encouraged to discuss and answer the
questions in a collaborative manner.

Before the study session, each participant filled a background information form, signed
an informed consent form, and read through detailed instructions for performing the task.
In each task, a participant had to inspect 3 route variations (PP, PD, GM) for each route
(CM, WW). The order of presentation of both routes and route variations were counter-
balanced and then randomized (after first presented variation) across participants. After
inspecting each route variation, a participant had to fill in the ‘same’ adapted AttrakDiff2

TM

questionnaire, marking their responses with the corresponding route variation number so
their responses where relative to one another. Participants were asked to give their first,
spontaneous response. After all three participants finished inspecting all route variations,
they were given the semi-structured interview. After the interview, each participant was
offered a small monetary reward and thanked for their time.

4.5.2 Web Survey

To test if there is an immediate difference between the generated route variations (PP, PD,
and GM), we constructed a short web-based survey to compare each of the route variations
for the CM and WW routes. This survey was meant to be short and easy to fill, and to
provide a rough idea of whether people consider route plans based on alternative city routes
useful, and to collect data on what they find useful digital information aids for exploration.
Basic demographic information (age, gender, years in Amsterdam, familiarity with route
planners) was asked, and thereafter participants had to choose which route variations they
would follow given our two respective scenarios (as in the lab-based study). Here however,
there were two main differences to the lab study: a) maps showing each route were static
images, and so participants could not zoom in on a location and b) all routes and route
variations were shown on a single screen, so order effects were not accounted for.

For the survey, 82 participants (55 male, 27 female) aged between 17-62 (Mage= 27.6;
SDage= 6.1) responded. Most (44/82) lived in Amsterdam for more than 3 years, some
(15/82) between 1-3 years, and the rest either less than a year (11/82) or only visited Am-
sterdam before (12/82). All were familiar with route planners and GPS-based systems.
All participants were considered here, as we were interested in immediate reactions to the
presented variations and questions about digital information aids.

13The prototype given to participants can be found here: http://staff.science.uva.nl/∼elali/routestudy/welcome.php

63

http://staff.science.uva.nl/~elali/Routestudy/Welcome.php


4. Automatic Exploration-based Route Planning

Dimension Route Variation M SD CI P -value η2
p

PP -1.5 .1 [-2,-1] p<.001
PQ PD .4 1.0 [-.1,.9] F (2,28) = 38.9 .7

GM 1.7 1.1 [1.2,2.2]
PP .5 .8 [ .1,.9] p = .262

C
M

R
ou

te HQ-I PD .4 .7 [.04,.7] F (2,28) = 1.4 .1
GM -.01 .9 [-.5,.4]
PP 1.2 .8 [.8,1.6] p<.001

HQ-S PD .2 .9 [.1,.3] F (1.3,19.4) = 21.3 .6
GM -1.1 1.1 [-1.7,-.6] (corr. G-G ε= .69)
PP .9 1.2 [.4,1.6] p<.05

ATT PD .8 1.0 [.3,1.3] F (2,28) = 4.8 .2
GM -.4 1.4 [-1,.3]
PP -.9 1.4 [-1.6,-.2] p<0.01

PQ PD -1 1.2 [-1.6,-.4] F (2,28) .7
GM 2.3 .9 [1.9,2.8] = 38.18
PP .1 .6 [-.2,.4] p = .591

W
W

R
ou

te HQ-I PD .3 .5 [.05,.5] F (2,28) = .5 .04
GM .3 .7 [-.01,.7]
PP .5 1.0 [-.01,1] p<.001

HQ-S PD .7 .9 [.2,1.3] F (2,28) = 17.3 .5
GM -1.4 1.1 [-2,-.9]
PP .3 1.1 [-.3,.8] p = .877

ATT PD .3 1.0 [-.2,.9] F (2,28) = 1.3 .01
GM .5 1.0 [-.04,1]

Table 4.1: Descriptive statistics (N=15) for each route variation (PP, PD, GM) under each tested
route (CM and WW) for each AttrakDiff2 dimension: PQ = Pragmatic Quality, HQ-I: Hedonic
Quality-Identity, HQ-S: Hedonic Quality-Stimulation, ATT: Attractiveness.

4.5.3 Results

Perceived Route Quality

Responses on the modified AttrakDiff2 in the lab study were analyzed within groups, per
generated route. For each category, one-way repeated measures ANOVA tests were con-
ducted comparing results from all route variations. Means, standard deviations, confidence
intervals, significance, and (partial) eta-squared values for each tested route variation for
each route (CM and WW) are shown in Table 6.1. For the CM route, a repeated measures
ANOVA showed significant differences in the responses across quality dimensions for only
PQ, HQ-S, and ATT. For the WW route, a repeated measures ANOVA showed significant
differences in the responses across quality dimensions for only PQ and HQ-S. Post-hoc
pairwise comparisons (with Bonferroni correction14) between each variation (PP, PD, GM)
were conducted in every case. Where significant, dimensions are represented in bold, and
where a particular pairwise comparison is not significant, the dimensions are in (additional)
italics.

For the CM route, participants perceived clear differences across all route variations

14Backward-corrected SPSS c© Bonferroni adjusted p-values are reported.
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for the PQ. It is not surprising that the GM variation scored the highest here, given that the
route is based on efficiency. Nor is it surprising that our PP variation scored the lowest,
given the length of the route. However, it is surprising to see that the PD variation sig-
nificantly differed from both the PP and GM variation, as it is close in length to the GM
variation, yet still considered not pragmatic. This can be partially explained by the fact
that the PD route variation runs through all the heavily touristic areas, which may not be
very practical to take. For the PP and PD variations, responses for HQ-I were around zero,
however there were no significant differences between any of the variations. This suggests
that all participants identified with the route variations similarly, but perhaps overall it may
be that those variations were not ones that our sample of participants identified with.

For the HQ-S, there were significant differences between all tested route variations,
where our PP variation scored the highest. This finding is in line with our hypothesis that
photographer paths can provide a stimulating and novel route variation in a city. The mean
responses for the PD variation are around zero, which shows that for our participants who
are living in Amsterdam, the popular aspect of the PD variation was not stimulating (but
nor was it found to be as completely dull and boring as the GM route). Finally, there
were significant differences in ATT between PP and GM and between PD and GM route
variations, however not between PP and PD. The fastest GM variation was rated the lowest.
Here, we would have expected our PP variation to be rated higher than the PD variation,
however it could be that participants found the PD variation attractive depending on the
company they are with (given the scenario); as they later mention in the interviews, they
could be with touristic friends in which case they would find the popular route variations
more attractive for the sake of tourism.

For the WW route, participants perceived clear differences for the PQ dimension be-
tween the GM route variation and both our PP variation and the PD variation. The GM route
variation was not surprisingly rated as the most pragmatic, however here the PD variation
was on par with our PP variation. For the HQ-I, there were again no significant differences
between any of the route variations, were all responses had a mean around zero. This again
suggests that identifying with the generated routes was not important for our participants.
For the HQ-S, the GM variation was again rated the lowest, however this time there were no
significant differences between our PP variation and the PD variation. This was likely due
to the overall short distance between Waterlooplein and Westerkerk, where little room was
left for identifying stimulating qualities of the routes. Importantly, in line with the scenario,
participants here did not value stimulating qualities of the route variations, as one going to
a café with a friend back from vacation on a cloudy day is not a situation that affords a
stimulating route variation. This is further confirmed by considering the ATT dimension,
where the GM route variation was now rated higher than it was for the CM variation, which
indicates that participants valued the short distance for the GM variation. However, given
that there were again no significant differences, it seems to still be that all route variations
are attractive enough to take, even under efficiency-driven scenarios.

Route Preference

All but one participant in the lab study found the scenarios quite realistic. The one partic-
ipant objected that it would have been clearer if the gender of friends in the scenarios was
given. In the lab-based study, after inspecting all route variations for each route, partici-
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pants were asked which variation they would follow (if any) and why (convenient, interest-
ing, scenic, or other response). For the CM route, most participants (9/15) chose to follow
our PP route variation, where the rest picked the PD (4/15) and GM (2/15) variations. For
all cases where participants picked the PP variation, they stated it was more scenic. This is
in line with our hypothesis that the PP variation provides a favorable route to take in a city
one has time to explore. During the interviews, participants mentioned that they found the
PP variation attractive and suitable for the scenario (P3: “I liked the second route variation
[PP] given it was nice weather so perfect for exploration.”; P12: “One of the routes [PP]
was long and took many detours, and I thought that was a very attractive route!”).

Also some reported that the PD route variation (as well as the GM variant) to be very
touristic, which they did not like (P5: “I would obviously not go through the Kalverstraat
as it is very touristic.. the first [GM] and last [PD] route took me through there, and I
think that is not really Amsterdam.”). Still, others found the PP route too long (P10: “I
thought the [PP] route was too long, my feet would fall off!”) and preferred something in
the middle between the PP and GM variations (P14: “If I want to see the city, I would
go for the [PD] one.”). In the web survey, most participants said they would follow the
GM route (40/82), followed by the PD route (23/82) and the PP route (10/82), where the
rest chose neither (9/82). The difference in findings here can be explained either because
participants did not inspect the routes carefully or take the scenarios seriously, or perhaps
more likely those that lived in Amsterdam already knew their own specific routes, which
they take by commuting by bicycle and largely avoiding touristic areas (where both PP and
PD route variations pass through). Unlike the lab study, the experimenter could not steer
participants to stick with the scenario – this was evident by most comments left in the free-
form box form (e.g., “I would not easily walk these routes... who in amsterdam walks?
;)”; “I would use cycling routes.”). Nevertheless, they highlight that alternative route plans
may take time to be accepted as city exploration aids (alongside routes suggested by expert
travel guides) in both familiar and unfamiliar cities.

For the WW route, most participants (10/15) in the lab study favored the GM route
variation, followed by the PD variation (4/15) and in one case neither one. For all partic-
ipants that picked GM, they stated it was more convenient. This was not surprising under
the WW scenario, where it was a cloudy evening and meeting a friend returning from a
vacation. Indeed, later in the interviews this was mentioned explicitly (P3: “You are going
for coffee so you just want to get there, unlike in the first [CM] scenario where it is a nice
day and you have time.”). Here, it was also mentioned that our PP route variation and PD
both went off to the Red Light District, which may not be desirable for them (P11: “Sec-
ond [GM] route was very simple and straightforward... Red light part is more interesting
for tourists.”). In the web survey, most participants said they would follow the GM route
(67/82), followed by the PD route (6/82) and the PP route (3/82), where the rest chose nei-
ther (6/82). Favoring the GM variation for the WW scenario is in line with the findings of
the lab-based study.

Digital Information Aids for City Exploration

During the post-test interview, participants were asked about digital information aids they
would find useful when deciding to take a route in a city for exploration purposes. They
were asked explicitly about what they thought about information that tells you how many
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persons (particularly city photographers) took a given route segment over a certain time
period (e.g., 1 year). Around half (8/15) found such information useful for exploring a city
one already knows, some where not quite sure (4/15), some thought it depended on who
those photographers were (2/15), and one thought this is not something for him. In the
second part of the interview (after participants saw examples of different digital informa-
tion aids), many (10/15) found our PP information type attractive (e.g., P4: “Nice to find
corners that I don’t really know.”). This was visualized by coloring the different segments
of a route on a map and stating how many photographers took a segment over time (for
us, 4 photographers through 2 locations over a 5 year period). However, many of those
participants (6/10) also stated that they would combine this information with photos (3/6)
and POIs (3/6). While some mentioned that the PP information is useful for exploring a
familiar city (P8: “[PP] information is useful if you are familiar with the city.”), still others
thought it redundant (P3: “Hard to see why I’d use a map in a city I already know.”).

In the web survey, we gained further insight into what digital aids people find useful in
helping them explore a city. These are (ordered by count of mentions): POIs along a route
(51x), route distance (51x), comments along a route (ranked by highest ratings or recency)
(24x), expert travel guides (22x), photos of route segments (17x), no digital aids (13x),
number of photographers that took a given path over a time period (9x), number of photos
along a route over a time period (9x). While we expected that established aids such as POIs
and distance are useful indicators for planning personal routes, it was surprising that there
were only few reports of the usefulness of photographer paths to guide exploring a city.
This was also evident with photo counts along a route, which is also a novel information
aid. This may be because participants are not familiar with such novel aids, especially since
in the web survey (to avoid biasing route preference and save time), they were not provided
with visualizations of how this information may be visualized. Considering the findings of
the lab-study and web survey, it seems that photographer paths as city exploration aids have
potential, but stating it without visualizing how it could intelligibly augment an alternative
route plan (as was done in the lab-based study) may have influenced its immediate adoption
by participants in the web study.

Use of Non-Efficiency Driven Route Planners

Finally, participants were asked what they thought about future route planning applications
that generate alternative walkable routes in a city, both locally and abroad, and whether
they would use them. Most participants (13/15) were positive about such applications (P7:
“Yes. Helps you to explore more and discover different things, gives you another option.”;
P4: “Yes, especially for a specific corner of a city.”), where the remaining two brought to
question why they would use such apps in a city they already knew (P12: “I would like it
more for a city that I don’t already know.”; P14: “Google Maps is enough.”). Responses
on what these route planners should be based included: personalized route plans (e.g., in
accordance with route travel history) and preset route plans (e.g., museum route, market
route, etc.). Together, the responses from participants highlight that a new generation of
route planners aimed for exploring cities is desirable.
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4.6 Discussion

4.6.1 Study Limitations

In this chapter, we have presented a novel approach based on sequence alignment methods
to generate exploration-based route plans in a small-sized city like Amsterdam. Our lab-
based user test provided strong evidence that our generated route plans are of potential
interest to city dwellers especially by way of hedonic stimulation, under an exploration-
based scenario. However, while most participants mentioned they would follow our PP
route variation in the CM scenario, this was not the case for the web survey. This brought
to question not only whether such a quick survey was able to sufficiently provoke reflection
on the given scenarios and routes, but also that alternative city route plans may not be
immediately accepted by both locals and visitors to a city. Furthermore, without providing
intelligible explanations (cf., Vermeulen (2010)) as was done in the lab-study (visualizing
the digital aids on the generated route plans) for why a route was given may have made it
difficult for potential users to make an informed judgment.

Another limitation is the real-world evaluation of the generated routes. While we have
tried to tease out the differences between each route on participants’ route preferences in
a lab-based and web-based study, we may not immediately generalize to how participants
would react to such routes if used in real-time in an actual situation with a working pro-
totype. A related issue is that the number of route variations presented is limited to two,
where participants’ reactions may differ in such cases. Nevertheless, the findings from
the lab-study provide strong evidence that photographer paths have potential for generat-
ing desirable route plans in the city, and importantly highlight the merits of an automatic
data-driven approach based on geotagged photographs in a city.

4.6.2 Towards Automatic Exploration-based Route Planners

We started from the question of how human sequential movement patterns can be leveraged
as an indicator of interest, and attempted to answer this by relying on a data-driven approach
that borrows SA methods from bioinformatics and time geography. Our approach goes
against the established human-centered literature on catering for user needs, where typical
mobile recommender studies (e.g., Bellotti et al. (2008)) begin with distilling requirements
from observing and interacting with users. Here, it can be argued that such a quantitative
approach may drastically oversimplify our human needs for exploring a city. However, we
wanted to compute routes based on paths taken by photographers in a city automatically,
without burdening the user to tell us her desires.

Under the foregoing motivation, we have created an opportunity to consider a cur-
rently unused information type obtained from geotagged images to guide exploration-based
route planning in a city: the number of city photographers that took a given route seg-
ment over a certain time period. With this proof-of-concept approach, we have shown it is
possible to leverage social geotagged data to cater for the hard problem of automatically
generating exploration-based route plans.
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4.7 Conclusions

In this chapter, we have presented a proof-of-concept approach that uses sequence align-
ment methods and the digital footprints of city photographers (obtained through Flickr) to
compute exploration-based route plans within a small-sized city like Amsterdam. From our
user study with Amsterdam residents, we found that our photographer paths are promising
for city exploration, where we believe our findings set the stage for further experimenta-
tion with data-driven approaches to tackle the hard problem of automatically generating
‘interesting’ route plans for exploring both familiar and unfamiliar cities.

The three chapters in Part I of this thesis showed that context-awareness, our first
theme of minimal mobile interaction, can contribute to making user interactions in urban
settings simpler or more playful. To investigate the second theme of minimal mobile inter-
action, in Part II of this thesis we focus on non-visual input techniques. In the following
chapter (Chapter 5), we investigate the user experience of 3D gesture recognition interac-
tion techniques. Since these 3D gestural interaction techniques are error-prone, we first
look at how users deal with errors under varying failed recognition error rates.
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Gestural Input Techniques
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5
Effects of Error on Device-based Gesture

Interaction

We investigate the usability and user experience of 3D gesture-based interac-
tion. Specifically, what happens when 3D gestures performed by users are not
recognized (Gesture Errors Study). We present a controlled laboratory study
to arrive at which gesture set is more robust to recognition errors under vary-
ing error rates. Drawing on experiment logs, video observations, participants’
feedback, and a subjective workload assessment questionnaire, results showed
that while alphabet gestures are more robust to recognition errors in keeping
their signature, mimetic gestures are more robust to recognition errors from a
usability and user experience standpoint. Thus, we find that mimetic gestures
are better suited for inclusion into mainstream device-based gesture interac-
tion with mobile phones. The work presented in this chapter was published as
“Fishing or a Z?: Investigating the Effects of Error on Mimetic and Alphabet
Device-based Gesture Interaction” in the Proceedings of the 14th international
conference on Multimodal Interaction (El Ali et al., 2012).

5.1 Introduction

Whether we like it or not, errors and failures are an inevitable part of interaction with
technology. Device-based gestures (gesturing by moving a device in 3-dimensional space),
used in research settings, home environments, or as part of everyday mobile interactions,
are gaining potential in becoming a suitable alternative to keyboard or touchscreen-based
input, especially when users are encumbered (e.g., manual multitasking (Oulasvirta and
Bergstrom-Lehtovirta, 2011)). Yet whether a gesture fails due to poor system design or
due to the user’s actions, errors impede smooth (multimodal) interaction, as well as the
adoption of these novel gesture-based interaction methods. This is critical if gesture-based
interaction is included in consumer mobile phones.

These device-based gestures (or motion gestures (Ruiz et al., 2011))1 are to be dis-
tinguished from surface ‘touchscreen’ gestures (Wobbrock et al., 2009)), which typically

1We use the term ‘device-based gestures’ and not ‘motion gestures’ to emphasize that these gestures require
holding a device, and not solely about motion as in vision-based gesture recognition such as interacting with a
Microsoft Kinect c©.
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involve two-dimensional gesture interaction on a surface, such as a tabletop or mobile
touchscreen. In contrast, device-based gestures typically make use of accelerometer and
gyroscope sensors to allow users to rotate the device in the air for performing gestures in
three-dimensional space. While there has been extensive taxonomy-driven work on classi-
fying gestures by referential function into classes (Ruiz et al., 2011; Rime and Schiaratura,
1991) and recently identifying usable sets of gestures as defined by users (Ruiz et al., 2011;
Rico and Brewster, 2010; Kray et al., 2010), it is still an open question which set of ges-
tures are most robust to errors in gesture-based interaction from a performance-centered
standpoint.

In this chapter, we look closely at device-based gesture performance using two iconic
gesture sets, mimetic (e.g., mimicking a handshaking behavior while holding a mobile
device) and alphabet gestures (e.g., drawing the letter ‘N’ in the air using a mobile phone as
a brush), and investigate how their referent-independent performance is affected by varying
failed recognition rates.

5.2 Research Questions

Our main research question is:

RQ 4: What are the effects of unrecognized 3D gestures on user experience,
and how do these affect the design of error-tolerant 3D gesture sets?

Specifically, how do mimetic and alphabet gesture sets evolve in the course of interaction
when the performed gesture is not recognized under varying error rates? Here, we investi-
gate how users react when they are less or more familiar with the ideal shape of a gesture,
under varying error conditions. Our hypothesis is that since mimetic gestures are less fa-
miliar than alphabets, we expect participants to call on their own real-world sensorimotor
experience (on how they perform certain activities in daily life) to perform a gesture. We
expect the performance of a mimetic gesture to be influenced by this experience, thus mor-
phing the iconic gesture into that previously learned gesture. For example, while a ‘fishing’
gesture might be designed in a particular way to perform some system function (e.g., hold
device flat on palm, tilt towards you, and place device back on palm), given unfamiliarity
with its designed ideal form, we suspect that this same gesture is more likely to morph into
a more natural, learned fishing gesture upon failed recognition attempts. Given the many
ways to fish (where variations could be due to cultural or individual differences), we ex-
pect the evolved gesture to exhibit more variation in the face of increasing error, especially
since participants do not know the ideal shape of the mimetic gesture. Complementar-
ily, this variation arises due to the higher degrees of freedom permitted in performing that
gesture.

By contrast, we expect alphabet gestures to exhibit much less variation, instead be-
coming more rigid and structured after repeated failed recognition attempts – this is be-
cause alphabet gestures not only have lower degrees of freedom (namely, 2df), but the set
of ideal visual shapes is more familiar to users. Similar to work in speech and handwriting
recognition, we expect a hyperarticulation (Read et al., 2002; Oviatt et al., 1998) of ges-
tures as participants begin to gesture more carefully to arrive at the ideal shape required by
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the recognizer. This we hypothesize will negatively impact the user experience (UX)2 of
performing these gestures.

Investigating the usability differences in a primarily qualitative manner between mimetic
and alphabet gestures here yields two main research contributions: first, it aids gesture de-
signers in selecting which gesture set (mimetic or alphabet) is more robust to errors, and
hence better suited for inclusion into accelerometer and/or gyroscope equipped mobile de-
vices. This is achieved by providing a deeper understanding of whether some gestures are
intrinsically more tolerant to recognition errors than others (e.g., by showing that mimetic
gestures, in lacking an ideal shape, can foster more variation in gesture-based interaction).
Second, it equips gesture designers with the knowledge of which gesture sets overall induce
a lower subjective workload to perform and which increase in duration, especially under
conditions of high recognition failure.

Additionally, we provide initial results on how errors can be an impeding factor in
performing gestures in public, as well as use-cases for the tested gestures participants re-
ported on. The rest of the chapter is structured as follows: first we provide a review of
related work, then we present our study design and methods, give our results and discuss
them, provide design recommendations and finally conclude.

5.3 Related Work

5.3.1 Using 3D Gestures in HCI

There is a recent trend in Human-Computer Interaction to provide what are called Natural
User Interfaces (NUIs) (Jain et al., 2011). As stated by Jain et al. (2011), this class of in-
terfaces enables users to interact with computers in the way we interact with the world. An
important element of such natural interaction is the use of 3D gestures. However gestures
alone do not suffice to allow seamless natural interaction, as the user still needs to receive
feedback from the system on a performed gesture (Norman, 2010). This is usually com-
plemented by the use of touchscreen buttons, menus, auditory or speech feedback, or some
kind of visual feedback from the system. Nevertheless, in allowing the use of 3D gestures
for activities such as music composition (e.g., guitar strumming), the primary interaction
with a system can be seen as largely natural.

Recently, Grandhi et al. (2011) investigated the naturalness and intuitiveness of ges-
tures, where the goal was to understand how users’ mental models are aligned to certain
gestures. Relevant finding here is that tasks that suggest the use of a tool should have
gestures that pantomime the actual action with the imagined tool in hand. This points to
the importance of tool use in gestural interaction where appropriate. Khnel et al. (2011)
investigated a user-defined gesture set for gesture-based interaction with smart-home sys-
tems (e.g., opening and closing the blinds), which highlighted the merits of this natural
interaction method for daily activities in the home. Another line of research by Rico and
Brewster (2010) focused on the social acceptability of produced gestures under different
settings (e.g., at home, at the pub, etc.), where they also found that some gestural interac-
tions were perceived by users to be enjoyable. The goal of their work was to equip gesture

2UX here is based on ISO 9241-210 (1994) definition: “A person’s perceptions and responses that result from
the use or anticipated use of a product, system or service.”
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designers with knowledge of which gestures are socially appropriate under which settings
and situations. Additionally, they Together, the foregoing studies demonstrate the growing
use of 3D gestures as an intuitive and natural interaction alternative to mobile touchscreen
interactions, that is generally perceived to be socially acceptable. However, while much
research has focused on the naturalness, intuitiveness, and the social consequences of per-
forming certain (surface and device-based) gestures, little research has addressed how is-
sues of failed recognition can transform a produced device-based gesture in the course of
interaction.

5.3.2 Dealing with Recognition Errors Across Modalities

Human factors research in multimodal interaction concerned with recognition errors (Mankoff
and Abowd, 1999) is a well researched topic in multimodal interfaces (Bourguet, 2006;
Oviatt, 2000; Oviatt and VanGent, 1996), where investigations were typically concerned
with error handling strategies devised by users in the face of recognition errors (e.g., modal-
ity switching to a ‘familiar’, more efficient modality). In speech-based interfaces, a com-
mon finding is that the most intuitive and instinctive way for correcting errors in speech is to
repeat the spoken utterance (Suhm et al., 2001) and hyperarticulate it (Oviatt et al., 1998).
For multimodal systems, a common error-correction strategy is to repeat a modal action at
least once prior to switching to another modality (Oviatt and VanGent, 1996). Oviatt and
VanGent (1996) observed a repetition count (called ’spiral depth’) of depth 6, before users
would switch to another modality. In a follow-up study by Halverson et al. (1999), they
tested 3 commercial Automatic Speech Recognition (ASR) systems where they found that
a little over 50% of the time, participants would continue to repeat the utterance to a spiral
depth of level 3.

However, while recognition errors have been well studied in domains such as speech-
based interfaces (Bourguet, 2006; Oviatt et al., 1998), handwriting recognition (Read et al.,
2002; Webster and Nakagawa, 1998), and multimodal interfaces (Oviatt, 2000), less atten-
tion has been given to usability issues surrounding device-based gesture interaction. An
exception is the study by Karam and Schraefel (2006), where they investigated user toler-
ance for errors in touch-less computer vision-enabled gesture interaction under both desk-
top (keyboard readily available in front of participants) and ubiquitous computing settings
(keyboard not readily available). In this Wizard-of-Oz study, they found that the interac-
tion context played a significant role in how tolerant users were to errors. Specifically, they
found that in the ubiquitous computing scenario, users are much more tolerant to errors
than in the desktop condition (where recognition error rates can potentially reach 40%)
before users will abandon gesture based interaction in favor of traditional, keyboard-based
input.

While the results of the study by Karam and Schraefel (2006) are relevant to the cur-
rent work, our work differs in three main ways: first, their goal was to investigate whether
and to what extent participants would switch modalities when confronted with recogni-
tion errors, and not study how gestures evolve in response to error. Second, they were
concerned with a single gesture, and not different gesture sets and their respective perfor-
mance by users under different recognition error rates. Finally, their concern was with
computer vision-enabled interaction, and not device-based gesture interaction.
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5.3.3 Gesture Taxonomies

Rime and Schiaratura (1991) distinguish between symbolic gestures and pantomimic ges-
tures. Symbolic gestures are gestures that have come to take up a single, culturally-specific
meaning. Examples include American Sign Language (ASL) gestures and natural language
alphabets (e.g., letter ‘C’). Pantomimic gestures on the other hand, are used for showing
(through mimicry) the use of movement of some invisible tool or object in the speaker’s
hand. For example, when a speaker says “I turned the steering wheel hard to the left”,
while mimicking the action of turning a wheel with both hands, they are performing a pan-
tomimic gesture. Here, we are not concerned with the external gesture referent, only its
iconic movement in space.

In order to study user-defined motion gestures, Ruiz et al. (2011) devised an initial tax-
onomy by which to classify gestures. Here, they distinguished between metaphor gestures
(metaphor of acting on a physical object other than the phone), physical gestures (direct
manipulation), symbolic gestures (visually depicting a symbol by e.g., drawing with the
phone), and abstract (gesture-activity mapping is completely arbitrary). In the foregoing
taxonomies, the classifications are based on the communicative intent behind performing
the gesture (i.e., its representational aspect), and not on the usability and user experience
(UX) of manually performing the gesture.

5.4 Methods

5.4.1 Study Design

In this study, we do not to test the communicative intentions of participants while perform-
ing gestures (i.e., no referential aspect), but only the manual ’performance’ of the iconic
gesture itself. Under this performance-centric view, the mimetic gestures are iconic move-
ments of real-world actions and the alphabet gestures are iconic movements of writing
letters.

Mimetic gestures were chosen as they provide a natural means of interaction, making
them good candidates for inclusion into mobile technology. Similarly, alphabets can be
produced by any literate person, and hence suitable for comparison. Other symbols (e.g.,
salute or high-five gesture) were not tested to avoid undue cultural bias. Furthermore, like
mimetic gestures, alphabets can also be easily learned and recalled, and have practical po-
tential for use in mobile technology (e.g., mid-air writing for user authentication (Ketabdar
et al., 2010b)). Given these design considerations, we designed 12 gestures (6 mimetic,
6 alphabetic). Mimetic gestures are: Fishing, Trashing, Shaking, Handshake, Throwing,
Glass Filling. These specific gestures were chosen because they represent familiar yet dif-
ferent activities, where all have more than 2 degrees of freedom. Alphabet gestures we
chose are English letters (given our participant pools’ language), varied by difficulty (e.g.,
2 strokes or 3 to draw the letter). Only 6 different gestures for each set was chosen to
avoid participant fatigue, given the high number of trials (200 total) each participant en-
tered. Nevertheless, we believe the chosen gesture samples provide sufficient variation to
characterize each gesture set with respect to varying failed recognition rates. Both gesture
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Fishing Trashing Shaking

Handshake Throwing Glass Filling

(a) Mimetic gestures.

OV Z
LMS

(b) Alphabet gestures.

Figure 5.1: The designed gesture sets for (a) mimetic gestures and (b) alphabet gestures.

sets, and their movement in space, are shown in Fig. 5.1.
To investigate how different types of performed gestures respond to varied recognition

errors, we used an automated Wizard-of-Oz method (Fabbrizio et al., 2005) where we
simulated each of three failed recognition error rate conditions: low (0-20%) error rate,
medium error rate (20-40%), high error rate (40-60%). Participants were told that real
gesture recognition engines were being tested, where each of the algorithms differs in terms
of how sensitive it is to the user’s gesture interaction style. When participants performed
a gesture, the automated wizard would draw for each gesture block an error rate randomly
from the assigned error rate range specific to the condition. When a gesture is performed,
the participant receives coarse feedback (recognized / not recognized) on whether or not
the performed gesture was successfully recognized.

For this study, testing real recognizers is irrelevant as we are only interested in the us-
ability and user experience (UX) of gesture performance under the chosen error rates. This
is both in line with previous work (Karam and Schraefel, 2006), and conveniently allows
testing our research questions without the unpredictability of real recognizers. Importantly,
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here we study gesture performance, not how different feedback improves gesture learnabil-
ity. Additionally, we tested task-independent gestures for two reasons: first, it allows us
to understand the differences between the two gesture sets (mimetic and alphabet) inde-
pendent of task type. This would eliminate potential participant bias in both workload and
expected gesture evolution under error conditions due to the mapping of a given gesture to
a task. Second, following the study by Kray et al. (2010), it allows participants to freely
speculate about the applied real-world use of these two gesture types.

The conducted experiment was a mixed between- and within-subjects factorial (2 x
3) design. A between-subjects design between the two gesture sets was chosen for two
reasons: first, to disallow any transfer effects between the two gesture sets thereby avoid-
ing any contamination between the gesture mental models formed in participants. Second,
testing all gestures in one session would excessively lengthen the duration of the experi-
ment, and pose a risk of participant fatigue. There are two independent variables (IVs):
gesture type (2 levels: mimetic vs. alphabet) and recognition errors (3 levels: low (0-20%)
vs. medium error (20-40%) vs. high error (40-60%), where gesture-type was a between-
subjects factor and error rate a within-subjects factor. Each between-subjects condition
tested 6 gestures (12 total), randomized across participants. Each gesture occurred in all
within-subjects conditions (counterbalanced across participants), in addition to two practice
blocks, which resulted in 20 gesture blocks per experimental session. Each block consisted
of 10 trials. In a block, participants were asked to perform a given gesture using a Wii
Remote R© 10 different times (once per trial), where the error rates are randomly distributed
within the corresponding recognition error level. In the practice blocks however, the error
rate was always low. In total, each participant entered 200 trials (20 practice, 180 test).

The experiment was coded using NBS Presentation R©,3 an experimental control and
stimulus delivery software. Interaction and syncing with the Wii Remote was done using
GlovePie,4 a programmable input emulator. Five data sources were collected: modified
NASA-TLX workload data (Brewster, 1994; Hart and Wickens, 1990), experiment logs,
accelerometer time stamps, gesture video recordings, and post-experiment interviews. The
modified NASA-TLX questionnaire assessed participants’ subjective workload quantita-
tively ([0,20] response range) through the index’s constituent categories: Mental Work-
load, Physical Workload, Time Pressure, Effort Expended, Performance Level Achieved
and Frustration Experienced (Hart and Wickens, 1990), plus the additional categories of
Annoyance and Overall Preference (Brewster, 1994). Given no time pressure imposed on
participants in the study, we did not use this category. Additionally, as the Annoyance
category is specific to audio interfaces, we only made the additional use of the Overall
Preference category. For early signs of changes in the gestures under different error rates
(particularly signs of over-articulation), we analyzed the duration of the performed ges-
tures.

5.4.2 Participants
24 participants (16 male, 8 female) aged between 22-41 (Mage= 29.6; SDage= 4.5) were
recruited. Our participant sample spanned 8 different nationalities, where all but one were
right-handed (23/24). Many participants (17/24) had a technical background, and most

3http://www.neurobs.com/; last retrieved: 01-08-2013
4http://sites.google.com/site/carlkenner/glovepie; last retrieved: 01-08-2013
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(19/24) were familiar with gaming consoles that use some form of gesture recognition
technology (e.g., Nintendo Wii c© or Microsoft Kinect c©).

5.4.3 Setup & Procedure

The experiment was carried out at the usability lab at Nokia Research Center in Tampere,
Finland. Each experimental session took approximately 1 hour to complete. Participants
were seated in front of a monitor, where a tripod-mounted camera was aimed at their gesture
interaction space (see Fig. 5.2). They were allowed to define their own interaction space
to ensure their comfort during the session, so long as it was still within the camera’s view.
Prior to the experiment, each participant filled a background information form, signed an
informed consent form, and read through detailed instructions for performing the task.
After reading the instructions, a tutorial was given on how to perform each gesture. The
tutorial involved the experimenter performing each gesture (using the Wii Remote) right
next to the participant.

Figure 5.2: Illustration of the experimental setup.

The first two blocks were practice blocks, set always at a low error rate. Before each
block, a video of how the gesture to be performed in the next trials was shown on the
screen. The performance of the gestures in the videos was identical to how they were per-
formed by the experimenter in the tutorial. The videos were shown to eliminate any failed
memory recall effects, where participants’ (multimodal) interaction requires a visual input
(videos watched) and a translation to somatosensory output (performed gesture). In a trial,
a participant would be instructed on screen in text to perform the gesture for that block
(e.g., “Perform Fishing gesture.”). A participant would have to press and hold the A button
on the Wii Remote to start recording the gesture, and release it after completing the ges-
ture. After performing the instructed gesture, if a participant falls into a successful gesture
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recognition trial, a green checkmark image is flashed on the screen, while in a failed recog-
nition trial, a red image with the word “FAIL” is flashed on the screen. After each block,
participants were asked to fill in the modified NASA-TLX questionnaire, where they were
provided with an optional 2 min. break after completing it. Participants were allowed to
change their responses on the questionnaire at the end of each block, so that their responses
per block can be truly relative to one another. After completing the experiment, partic-
ipants were interviewed for around 10 min. about their experience with the experiment.
Afterward, they were thanked for participating, and offered a movie theatre ticket.

5.5 Results

5.5.1 Subjective Workload

The modified NASA-TLX responses were analyzed within groups, per type of gesture.
For each modified NASA-TLX category, one-way ANOVA repeated measures tests were
conducted comparing results from all error rates. A mixed between- and within-subjects
ANOVA revealed no significant differences between the two gesture sets, and therefore not
reported. Descriptive statistics (means, standard deviations, 95% confidence intervals, p-
values, partial eta squared) of within-subject results for the mimetic and alphabet gestures
are shown in Table 5.1 and Table 5.2, respectively. Means and confidence intervals for each
category under mimetic and alphabet gesture conditions are shown in Fig. 5.3 and Fig. 5.4,
respectively.

For the mimetic gesture condition, a repeated measures ANOVA showed significant
differences in the ratings across error rate conditions for Performance Level Achieved (F
(2,22) = 11.19; p<0.01)), Frustration Experienced (F (2,22) = 23.23; p<0.01)), Over-
all Preference (F (2,22) = 5.16; p<0.05)), and Subjective Workload (F (2,22) = 12.25;
p<0.01)). For the alphabet gesture condition, there were significant differences in the
ratings across error rate conditions for Effort (F (2,22) = 6.84; p<0.05)), Performance
Level Achieved (F (2,22) = 23.47; p<0.01)), Frustration Experienced (F (2,22) = 10.97;
p<0.01)), Overall Preference (F (2,22) = 23.58; p<0.01)), and Subjective Workload (F
(2,22) = 16.63; p<0.01)). Post-hoc pairwise comparisons (with Bonferroni correction5)
between error conditions (Low-Medium, Low-High, Medium-High) were conducted in ev-
ery case. Where significant, they are represented in the graphs as bars between low and
medium error rate conditions, and as brackets between low and high error rates, with the
corresponding significance levels (**, p < 0.01; *, p < 0.05).

Since there were no significant differences between the two gesture sets, it appears to
be that experimentally our wizard-of-Oz recognizer for both gesture conditions had a sim-
ilar effect on participants, where statistically the two independent groups did not treat the
gesture sets differently. However, there were differences between gesture sets with respect
to the differences in error conditions. Based on the within-subjects ANOVA results and
post-hoc pairwise comparisons on the modified NASA-TLX scores for mimetic gestures
(Table 5.1; Fig 5.3) and alphabet gestures (Table 5.2; Fig 5.4), we summarize our findings.

Results showed that while participants in the alphabet gesture condition had to place
significantly more effort (Effort Expended) between the low error rate and the medium and

5Backward-corrected SPSS c© Bonferroni adjusted p-values are reported.
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Mimetic Gestures
Category Error M SD 95% CI P -value η2

p
Low 5.3 3 [3.6, 7] p= .098

Mental Med 5.8 3.3 [4, 7.7] F (2,22) = 2.6 .2
High 7.2 3.5 [5.3, 9.2]
Low 8 4.9 [5.3, 10.8] p = .365

Physical Med 7.7 4.5 [5.1, 10.2] F (2,22) = 1 .1
High 8.4 5 [5.6, 11.3]
Low 7.5 4.7 [4.8, 10.2] p=.119

Effort Med 7.7 4.4 [5.2, 10.3] F (2,22) = 2.3 .2
High 8.9 4.5 [6.4, 11.5]
Low 15.6 2.6 [14.1, 17.1] p<.05

Perform. Med 13.7 1.9 [12.6, 14.7] F (1.4,15.1) = 11.2 .5
High 10.3 4.4 [7.8, 12.8] (corr. G-G ε= .68)
Low 5.5 3.1 [3.7, 7.3] p<.001

Frust. Med 7.7 3.6 [5.7, 9.7] F (2,22) = 23.2 .7
High 10.7 4.3 [8.3, 13.2]
Low 13.3 2.7 [11.8, 14.9] p<.05

Pref. Med 11 2.6 [9.5, 12.5] F (2,22) = 5.1 .3
High 9.7 4 [7.5, 12]
Low 5.1 2.1 [3.9, 6.3] p<.001

Workload Med 5.9 2.2 [4.6, 7.2] F (2,28) = 13.2 .5
High 7.5 2.8 [6, 9.1]

Table 5.1: Descriptive statistics for mimetic gestures (N=12) under different error rates (Low,
Medium, High).

low and high error rate conditions, this was not so for the mimetic gestures. Additionally,
for the mimetic gestures, Performance Level Achieved between the low and medium error
rates was not significant, while it was significant across all error rates for the alphabet
gestures. In the mimetic condition, Frustration Experienced was significant across error
conditions, however in alphabet gestures, Frustration was significant only between Low-
Medium and Low-High. This shows that for alphabet gestures, frustration is more or less
consistently experienced beyond 20% error rates. Interestingly, Overall Preference in the
mimetic gesture condition fell significantly only between the low and high error rates and
between low and medium, while it significantly dropped for each error rate in the alphabet
gesture condition. This hints at a feeling of helplessness in the face of errors for alphabet
gestures, possibly because fewer parameters can vary for this gesture set when participants
repeatedly try to recover from these errors and still fail.

Finally, Subjective Workload for participants in the mimetic gesture condition signif-
icantly differed only between low and high error rate conditions, and between the medium
and high error rate conditions, while there were significant workload increases across all
error rates for participants in the alphabet gesture condition. Together, these findings sug-
gest that mimetic gestures are better tolerated under error rates of up to 40% (cf., Karam
and Schraefel (2006)), compared with error rates of up to only 20% for alphabet gestures.
From a usability perspective, our workload results indicate that mimetic gestures are more
robust to recognition failure than alphabet gestures, likely due to the higher design space
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Alphabet Gestures
Category Error M SD 95% CI P -value η2

p
Low 5.8 3.1 [4, 7.6] p=.872

Mental Med 5.5 2.7 [3.9, 7.1] F (2,22) = .1 .01
High 6 2.2 [4.8, 7.2]
Low 10.2 3.4 [8.3, 12.1] p = .403

Physical Med 9.2 3.4 [7.3, 11.2] F (1.3,14.1) = .9 .08
High 10.8 3.2 [9, 12.7] (corr. G-G ε= .69)
Low 7.4 2.4 [6, 8.8] p<.05

Effort Med 8.8 2.9 [7.1, 10.4] F (2,22) = 6.8 .4
High 9.9 3.5 [7.9, 11.9]
Low 15.5 2.2 [14.2, 16.8] p<.001

Perform. Med 12.3 2.4 [11, 13.7] F (1.2,13.5) = 23.5 .7
High 8.7 4.7 [6.1, 11.4] (corr. G-G ε= .61)
Low 4.2 2.5 [2.8, 5.7] p<.001

Frust. Med 6.3 3.2 [4.5, 8.2] F (1.1,12.6) = 11 .5
High 9.6 5.6 [6.4, 12.8] (corr. G-G ε= .57)
Low 13.3 2.5 [11.9, 14.8] p<.05

Pref. Med 11.2 2.8 [9.7, 12.8] F (1.3,14.3) = 23.6 .7
High 8.3 3 [6.6, 10] (corr. G-G ε= .65)
Low 5.4 1.1 [4.7, 6] p<.001

Workload Med 6.2 1 [5.7, 6.8] F (2,22) = 16.5 .6
High 7.9 2.1 [6.7, 9.1]

Table 5.2: Descriptive statistics for alphabet gestures (N=12) under different error rates (Low,
Medium, High).

available for users to experiment with given their unfamiliarity with the ideal shape of the
designed gesture.

5.5.2 Gesture Duration
Also within groups, a one-way repeated measures ANOVA was run for each gesture in
both the mimetic and alphabet gesture conditions. The means and confidence intervals
(based on 12 trials for each gesture per error range) as well as the results from the ANOVA
tests for the mimetic and alphabet gesture conditions are summarized in Fig. 4 and Fig.
5, respectively. Post-hoc pairwise comparisons (with Bonferroni correction6) between er-
ror conditions (Low-Medium, Low-High, Medium-High) were conducted in every case.
Where significant, they are represented in the graphs as bars between low and medium error
rate conditions, and as brackets between low and high error rates, with the corresponding
significance levels (**, p < 0.01; *, p < 0.05).

In the mimetic gesture condition, there was a significant difference in mean duration
due to differences in error rates for only the Fishing gesture, F(2,22) = 6.24, p < 0.01.
Differences between low (2150, 95% CI [1753, 2547]) and high error rates (2616, 95%
CI [2154, 3078]) were significant (p < 0.05). In contrast, the alphabet gesture condition,
there was a significant difference in mean duration in error rates in the L gesture, F(2,22)

6Backward-corrected SPSS c© Bonferroni adjusted p-values are reported.
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Figure 5.3: Modified NASA-TLX workload measurements for mimetic gestures. Capped error bars
represent a 95% confidence interval.

= 5.69, p < 0.05, O gesture F (2, 22) = 4.33, p < 0.05, and V gesture F(2, 22) = 4.88, p
< 0.05. For the L gesture, there were significant differences (p < 0.05) only between low
(1877, 95% CI [1666, 2088]) and high error rates (2298, 95% CI [1960, 2636]). Also for
the O gesture, there were significant differences (p < 0.05) only between low (2078, 95%
CI [1783, 2372]) and high error rates (2522, 95% CI [2158, 2886]). Likewise for the V
gesture, significant differences (p < 0.05) were found only between low (1739, 95% CI
[1477, 2002]) and high error rates (2517, 95% CI [1841, 2741]).

The results indicate that gesture duration is less affected in the mimetic gesture condi-
tion (except for the Fishing gesture), even though duration of performed mimetic gestures
is overall higher. Whereas in the alphabet gesture condition, three of the gestures (L, O,
V) significantly increased in duration between the low and high error rate conditions (again
supporting the 40% error tolerance threshold found by Karam and Schraefel (2006)). How-
ever, for both mimetic and alphabet gestures, there appears to be a trend whereby high error
rates cause an increase in gesture duration. The increased durations for alphabet gestures
suggests that participants performed the gesture more slowly to ensure that they can bet-
ter control the shape and size of the movement, likely in order to achieve the canonical
letter variant. This is in line with work on speech recognition systems, where a common
error handling strategy is to hyperarticulate their speech (which results in higher speech
duration) (Oviatt et al., 1998). Likewise for handwriting recognition, where users typically
rewrite a letter more carefully (Webster and Nakagawa, 1998).
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Figure 5.4: Modified NASA-TLX workload measurements for alphabet gestures. Capped error bars
represent a 95% confidence interval.

5.5.3 Video Analysis
Observation of participants’ behavior from the videos provided early findings on how
mimetic and alphabet gestures evolve under varying error conditions. These observations
revealed an initial parameter set (shown in Table 5.3) to describe how a gesture evolves un-
der high failed recognition conditions. In our observation analysis below, we used coarse
measures to describe how a gesture changed, relative to the subject’s style of gesturing
(e.g., Fishing gesture in this trial was performed faster than previous trials).

Gesturing Styles. Participants exhibited some variation in gesturing style, which was ob-
served during low error rate trials. In the mimetic condition, some participants were ob-
served to have performed the Fishing gesture as if it was real-world fishing (where partici-
pants would experiment with different ways to throw a fishing rod’s hook into space), while
others a more mechanical, repetitive fishing gesture (varied mainly by speed). The Shaking
gesture varied according to the number of swings that a subject performed, and this was
done either hurriedly, slow and structured, in a swinging manner, or whether the device
was swung vertically or horizontally. The Handshake gesture differed across participants
in the frequency of handshakes (which ranged from 2-4), and in terms of how natural the
handshaking gesture was (e.g., shaking the hand of someone). In Trashing, participants
exhibited both polite and slow trashing, and more angry and intense forms of trashing.
For the Glass Filling, the gesture varied in terms of how much the Wii Remote was tilted
downward (which maps to how one can vary the rate by which liquid is poured out of a
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Figure 5.5: Mean durations (in milliseconds) for the mimetic gestures (based on 12 trials per error
range). Capped error bars represent a 95% confidence interval.

container). Finally, different throwing gesture styles varied in terms of the direction of the
Throwing gesture, and the starting position of the throw. For the alphabet gesture condition,
differences in styles of gesturing were due to the speed, breadth, position or completeness
of the gesture. Only the O and V gestures varied with respect to direction.

Mimetic vs. Alphabet Gesture Evolution. While evolution in gesture performance for both
sets was observed in as few as 2 successive error trials (i.e., spiral depth of 2), less variation
in gesture performance was observed in the alphabet gesture condition. In both conditions
however, we observed that the continued successful recognition of a gesture served as a
continuos reinforcer for repeating a gesture in the same manner, irrespective of gesturing
style. If however a participant chose to experiment with a variation during those success
trials, then the variation was repeated on grounds that it will work on a subsequent trial.
We call this repeated gesture variation the ‘canonical variation’. As shown below, these
observations are corroborated by participants’ feedback during the interviews.

We observed the following canonical variations of mimetic gestures under high error:
S4’s Handshake canonical variant was extending his arm straight and swinging the Wii Re-
mote up and down as if it is a real hand he is reaching out to. S8 exhibited a variation in the
Trashing gesture, where the speed of the gesture increased drastically and the end position
was raised higher than shown in the video. S10 arrived at the canonical variation of the
Glass Filling gesture, which required a slow, calculated twisting of the wrist while the Wii
Remote was in the pouring position. S12 exhibited variations on both Fishing and Trashing
gestures: Fishing gesture resembled real-world fishing, which involved lightly pulling the
Wii Remote diagonally upwards and then with slight force throwing the Wii Remote back
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Figure 5.6: Mean duration (in milliseconds) for the alphabet gestures (based on 12 trials per error
range). Capped error bars represent a 95% confidence interval.

as if into an imaginary water pool. The Trashing variation was a trashing gesture that was
both small in breadth and with almost no movement of the arm and shoulders.

For alphabet gestures, apart from brief intermittent experimentation with breadth,
speed, position, completeness and direction of gestures, the main systematic variations ob-
served were attempts to draw the letter symbol more precisely under high error conditions
(cf., Webster and Nakagawa (1998)). However, there was one participant who appeared
to have arrived at a canonical variation: the letter Z was drawn very quickly with the last
stroke (bottom line of a ‘Z’) more slanted.

Persistence vs. Evolution. When do recognition failures cause participants to persist in
repeating the same gesture, and when to push them to explore new gestures? From our
observations, certain patterns emerged: first, it seems that if a participant performs a ges-
ture quickly, and it fails, he will experiment with a slower version. If he first performs it
slowly, then he will experiment with a faster version. Second, after repeated success trials,
the speed of the gesture is the first parameter to vary while the other parameters mostly re-
main constant, irrespective of gesture class. Usually, though not always, only after failure
does exploration take place, where variations come into play. Third, if in a block partic-
ipants experience a series of successes (4-5), they will be more likely to repeat the same
gesture even in the face of repeated errors later in the block, irrespective of gesture class.
This successive positive reinforcement suggests that participants have figured out what the
recognizer wants in that block. Additionally, if a gesture succeeds too many times in suc-
cession (≥4), people seem to apply the principle of least effort and perform incomplete
gestures (as witnessed by a downsized version of the Throwing gesture by S6 in the low
error condition). This was observed mainly in the alphabet gesture condition, where two
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Parameter Description
Breadth How big or small (in m3) was the performed

gesture?
Speed How fast or slow (in m/s) was the gesture per-

formed?
Duration How long did the gesture take (in milliseconds)

to be performed?
Distance How far or near (in cm) from the subject’s body

was the gesture performed?
Position What was the starting position (in x,y,z coordi-

nates) of the performed gesture? And what was
the end position?

Power How much power (in watt) was applied during
the performed gesture?

Orientation What was the initial orientation (heading) of the
held device?

Direction Given fixed orientation, in which direction (x,
y, z vector) was the gesture moved?

Rotation Given changing orientation, in which direction
was the gesture rotated to?

Completeness Was the performed gesture complete or was it
incomplete?

Evolution With respect to the above parameters, how
much did a gesture transform across repeated
error conditions?

Table 5.3: Gesture parameter descriptions.

participants later mentioned in the interviews that they did not need to complete the gesture
for recognition to take place.

5.5.4 Users’ Subjective Feedback

Perceived Canonical Variations. Many participants (18/24) across both gesture sets re-
ported that in the face of repeated errors, they would start experimenting with different
variations of the gesture, and when feedback was positive, they replicated that variation.
This suggests that positive reinforcement after repeated error trials was the driving force
behind the step-wise evolution of a given gesture, or put differently, survival of the fittest
gesture variation. Supporting our observations, participants reported much less variation
in how they performed gestures under high error rate conditions in the alphabet gesture
condition than in the mimetic condition. For mimetic gestures, participants reported many
novel strategies for how and when a given gesture was recognized (P9: “The shaking, that
was the hardest one because you couldn’t just shake freely [gestures in hand], it had to
be more precise shaking [swing to the left, swing to the right]... so not just any sort of
shaking [shakes hand in many dimensions]”; P11: “What I noticed was that the fishing for
example, it was just a rotation [small upward wrist rotation], and when you did it as if you
were really fishing, then it didn’t work.”).

In line with our hypothesis, the variations under the alphabet gesture condition were
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perceived to involve a more precise and well structured gesture for recognition to be suc-
cessful (P17:“I think within certain blocks I got the pattern of what was working. It was
more apparent in the third one [high error rate condition], you have to do it better.”). There
were exceptions to this, mainly the drawing of the letter O, which can easily vary (in addi-
tion to breadth and speed) along the direction and the start/end position parameters (P16:
“I didn’t really change the way I did them [the gestures], except for the O, to see different
ways it can be written.”). However, while variations that involved more rigid gesturing
of letters was both observed and reported by participants, some participants explicitly ex-
pressed arriving at the canonical variations of some letters (P22: “In Z or S, I made them
more rounded, and then it worked better this way.”).

Individual and Cultural Differences. For the mimetic gestures, participants found the
Throwing and Glass Filling gestures the most problematic (4 reports each). Throwing in
particular appeared not to be as intuitive as the other gestures, possibly because of the many
ways people can throw (P7: “I would have done the throwing gesture differently [shows ex-
perimenter how different people throw]”) The mapping to real-world behaviors was evident
when explaining why the Glass Filling gesture is difficult (P10: “For the glass filling, there
are many ways to do it. Sometimes very fast, sometimes slow like beer.”). Interestingly, the
Shaking gesture, which is already an input technique in some smart phones (e.g., Apple’s
iPhone 4 R©7), was not taken favorably by at least one participant (P4: “Shaking was hard...
how long should you shake? I tried here, and it was enough to do two movements... and
you have to use your wrist, which can be a problem.”).

Two participants noted that the Fishing gesture was quite easy to perform, however
the naturalness of the gesture backfired (P10: “In the fishing gesture, I was just guessing
how to do it. Because I have never done it practically. I cannot really see myself perform-
ing well, just simulating it.”). Likewise for the Trashing gesture: (P10: “I was trying to
emulate how I would normally do it. For example trashing, sometimes you’re not in the
mood, and you do it like this [trashes imaginary object downward softly], very quietly.”)
Together, these reports support our hypothesis that mimetic gesture evolve into their real-
world counterparts, especially when under high error conditions. Due to the importance of
cultural differences in performing certain mimetic gestures, it would be interesting to see
whether these cultural forms are the first gestures participants recourse back to under error
conditions.

For the alphabet gestures, the O and M alphabet gestures were perceived to be the
most difficult (6 and 5 votes, respectively). The O gesture was perceived to be difficult
on grounds that there are many ways to write/draw an O (P17: “The O was a bit funny,
because naturally I start from the top, not the bottom.”). This was likely a fault of how
the videos in the experiment showed the gesturing of the O, which began from bottom to
top. However, the other reason for finding the O difficult was due to the completeness and
position parameters (P13: “For the O, I noticed that if I start here [points in space] and
I end here, and there is a gap, then it wouldn’t be recognized.”). There were no clear rea-
sons given for why the M gesture was difficult, other than hinting at the number of strokes
required (P14: “The M is more articulated, so you have to spend more time on it.”). V was
perceived to be the easiest letter to gesture, due to the ease by which it can be drawn. This

7http://www.apple.com/iphone/; last retrieved: 01-08-2013
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was so despite that V, like the O, varied along the direction parameter.

Perceived Performance. In general, participants reported they were pleased with their
overall performance in both mimetic (7/12) and alphabet (7/12) gesture conditions. Sur-
prisingly, while all participants noticed the difference in difficulty across blocks, some par-
ticipants in the mimetic gesture condition (6/12) and some in the alphabet gesture condition
(7/12) seemed to treat their performance on the low error rate and the medium error rate
conditions as more or less the same (S18: “Between the first and second blocks [low and
medium error rate conditions], it was the same...10-15%”), while attributing very poor
performance to the high error rate condition. The reason for this was likely due to the
extremely high error rate range (40-60%). This relates to the question of how poor can
performance of gesture recognition technology get before the technology is abandoned in
favor of well-established methods such as keyboard-based input (cf., the 40% error thresh-
old set by Karam and Schraefel (2006)).

Additionally, participants showed an incredible ability to justify their performance. If
participants fell into the high error rate condition first, they attributed their poor perfor-
mance to the fact that they are still learning how to perform the gestures (P22: “In the
beginning, it was less because I was still learning.”). By contrast, if the high error condi-
tion comes later in the block, they attribute their poor performance later due to not putting
the kind of effort and attention they did on the first block, which supposedly explains their
better performance earlier (P7: “For the third block [high error rate condition]...I had
done many already, I was like I’ll just do it and see what happens.”). This is in line with
our video observations, where gesture performance was different in high error conditions
where gestures tended to evolve more for mimetic gestures (poor observed performance)
and get more rigid for alphabet gestures (acceptable observed performance if canonical
variation is right).

Use of Gestures on Mobile Phones. For mimetic gestures, when asked whether they saw
any real-world use of the tested gestures on mobile phones, most participants (10/12) re-
ported at least one use-case. For the Throwing gesture, a mapping to sending a message was
identified as a reasonable interaction method. Another example of Throwing was mobile
payment, where one could throw money to a cashier. Similarly for the Handshake gesture,
where the handshake could be a form of digital content transaction or a form of business
e-card exchange. Trashing was implicated in hanging up a call, deleting content, or what
participants did not favor, to turn off an alarm clock by turning over the device. Participants
reported that shaking was already available in some mobile phones used for switching to
the next song. However, some participants expressed that some of the gestures simply had
no use (P4: “Trashing at a conference is quite natural to turn off a call, but handshake, I
can’t think of a use.”).

When asked about using alphabet gestures on mobile phones (e.g., gesturing ‘S’ for
sending a message), only half of participants said they would use such gestures (6/12) (P24:
“If there was a phone with this, I would really like that!”), and some thought it depended
on the situation (3/12) (P19: “If you’re on your bike, you could do that.”). From those who
would use such gestures, they explicitly mentioned that they have to necessarily be free of
error (P20: “Yeah [I would use such a gesture], if it’s really foolproof.”). Reported use
cases included gesturing P to pause a game, C for calling or checking a calendar, or most
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reported, for traversing an interface’s menu structure (P18: “If you need to access a feature
that is hidden away in the menu, like starting to write an SMS, then gesture S”). Some par-
ticipants mentioned that the gestures need to be explicitly different (S22: “Those gestures
need to be so different so you cannot do wrong gestures...V is part of M.”) and others re-
quired a distinct gesture-to-task mapping for each application on your device (”S23: “The
applications should not clash for the same gesture.”). Finally, one participant remarked
that while these alphabet gestures might work for the roman alphabet, it would be radically
different for chinese characters.

Social Acceptability. For both the mimetic and alphabet gestures, some participants (8/24)
expressed concern over performing these gestures in public. This is in line with previous
work, which explicitly addressed the question of what kinds of gestures people would per-
form while in public (Rico and Brewster, 2010). It was surprising to find that there were
very few concerns about performing mimetic gestures in public (2/12) (P9: “I’m not sure
[about Fishing], because I’m not fishing myself, why am I doing this?”), as opposed to per-
forming alphabet gestures (6/12) (P13: “If I am not in a public place, then yes. Otherwise,
you would think I’m a Harry Potter in disguise!”).

While recognition errors play a clear role in preventing gesturing in public settings
(P16: “When it doesn’t take your C, you keep doing it, and it looks ridiculous.”), the
breadth of a gesture was also perceived as an important factor (P18: “Maybe if I do it
small, if I don’t look very freaky, then it’s okay.”). Still, others thought it fun to try novel
things in public (P14: “I never thought about that [alphabet gestures], but why not? I
would not find it embarrassing.”).

5.6 Discussion

There are three potential limitations to the present study: first, since our study was con-
ducted in a laboratory, it had less ecological validity. While participants explicitly stated
that they would not be comfortable performing some gestures (especially alphabet gestures)
in public, from the videos it was evident that all participants performed all the instructed
gestures freely and without hesitation. It is interesting to consider here whether the desire
to perform all gestures successfully in each block could have overruled whatever embar-
rassment might come about from merely performing the gesture to execute some device
function. At least one participant explicitly mentioned the importance of performance (P9:
“I eventually got the hang of it, and yeah, I really, really wanted to improve my perfor-
mance!”). Additionally, gesture performance under failed recognition rates may not reflect
performance when a user is mobile (e.g., walking or in public transport).

Second, while testing how task-independent gestures are affected under varying error
rates was an explicit design choice, it could be that a gesture to task mapping is neces-
sary for unraveling the usability of a given gesture. While we agree that the task being
performed is an important variable in gesture-based interaction, we nevertheless argue that
there are differences between individual gestures and importantly between gesture sets that
can be unraveled only by leaving out the task. This is to eliminate any potential bias that
the task might evoke. For example, calling someone might be considered more urgent in
some situations than skipping to the next song, and that might influence the performance
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and workload required from a gesture. Finally, our design choice in simulating a gesture
recognition engine as realistically as possible meant that the errors had to be randomly dis-
tributed in each block. In future work, experimentation with different error distributions
would better help understand different types of gesture evolution. Additionally, with a real
recognition engine, the precise evolution of the gesturing behavior may differ than what
was observed in this study.

5.7 Design Recommendations

Implications for Gesture Recognition

Our observations, duration analysis and participant reports showed that mimetic gestures
and alphabet gestures do indeed differ under increasing recognition error conditions. While
our observations and participant reports showed mimetic gestures tend to vary more into
their real-world counterparts when they are repeatedly not recognized, alphabet gestures
tend to both increase in duration become more rigid and well structured. This is in line
with work on other modalities like speech and handwriting recognition (Read et al., 2002;
Oviatt et al., 1998). This suggests that for gesture-based interaction to be accepted in the
consumer market, accurate recognition from the first attempt appears to be quite impor-
tant for mimetic gestures. If a gesture is not recognized from the first instance, there is a
risk that the subsequent gesture differs radically from the first, which would be beyond the
scope of the recognition algorithm. This is in contrast to alphabet gestures, which in having
lower degrees of freedom vary in fewer parameters (mainly speed, breadth, and start/end
position) under error conditions. This suggests that recognition engines (in uni- or multi-
modal systems) can more easily deal with post-failure recognition when this set of gestures
is used.

Additionally, participants had no real means to understand the cause of the errors,
to avoid errors, or to improve recognition rates. However, they came up with interesting
explanations (e.g., canonical variations) why there were more errors in different blocks
and what might have caused them (e.g., fatigue). Nevertheless, we observed that they were
also active in adapting their gesturing behavior in order to improve recognition errors and to
understand the workings of the recognition engine. This seems to suggest that transparency
in the gesture recognizer may better support users in their error handling strategies during
situations of failed recognition.

Implications for Gesture-based Interaction

It was evident from our results (modified NASA-TLX workload data, mean durations,
video observations as well as participants’ feedback) that not only do mimetic gestures vary
differently than alphabet gestures under error conditions, but also there were differences
between individual gestures under each class. We found that while mimetic gestures yield
significant increases in overall subjective workload between low and high error rates, and
between medium and high error rates, overall workload for alphabet gestures significantly
increased across all error rate conditions. This indicates that mimetic gestures are better
tolerated under error rates of up to 40%, while alphabet gestures incur significant overall
workload with up to only 20% error rates. This is in line with previous work on computer
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vision-based gesture interaction (Karam and Schraefel, 2006), where our workload results
suggested user error tolerance of up to 40% for the mimetic gestures only. Further support
that indicates mimetic gestures may be better tolerated can be drawn from the significant
increase in mean gesture duration under high error rates for three of the alphabet gestures
(L, O, V), but only one of the mimetic gestures (Fishing). Believing that one has to gesture
slowly for successful recognition can negatively affect the usability and user experience
of a performed gesture, despite that alphabet gestures were performed slightly faster than
mimetic gestures.

The two gesture sets also differed in potential use and social acceptability. For mimetic
gestures, interesting use cases (e.g., handshake for digital content exchange, throwing for
mobile payment) were given, while limited use cases (e.g., interface menu structure traver-
sal) were offered for alphabet gestures. Moreover, alphabet gestures were seen as more
embarrassing to perform in public, especially if they are not recognized. From a usability
perspective, these findings suggest that mimetic gestures are more promising than alphabet
gestures for use during device-based gesture interaction, even under conditions of medium
recognition error.

5.8 Conclusions

In this chapter, we described the results of an automated Wizard-of-Oz study to qualita-
tively investigate how mimetic and alphabet gestures are affected under varying recognition
error rates. In line with our hypothesis, it was shown that mimetic gestures, which have a
less familiar ideal shape, tend to evolve into diverse real-world variations under high error
conditions, while alphabet gestures tend to become more rigid and structured. Moreover,
while gesture duration is only one parameter in gesture evolution, we saw that for three of
the alphabet gestures, duration increased under high error conditions. In contrast, only one
mimetic gesture exhibited such significant increase. Additionally, the interaction videos
provided an initial parameter set that can be useful for describing how gestures change
under error conditions.

Furthermore, we showed that mimetic gestures seem to be tolerated under error rates
of up to 40% (cf., Karam and Schraefel (2006)), while alphabet gestures incur significant
overall workload with up to only 20% error rates. From this, we drew usability implications
showing the importance of immediate accurate recognition of mimetic gestures (as a way
of taming the tendency of these gestures to evolve) and suggested they are better suited
than alphabet gestures for inclusion into mainstream device-based gesture interaction with
mobile phones.

While this chapter focused on the usability of 3D gesture-based interaction, as men-
tioned in our study limitations, we mainly looked at task-independent interaction. Looking
at task-independent interaction was necessary to investigate the usability issues associated
with performing 3D gestures, as pairing with tasks may have influenced gesture perfor-
mance and preference. Given the promise of gesture-based interaction, we revisited how
this form of interaction can be applied in an actual domain. Additionally, given the prob-
lematic nature of supporting playful experiences uncovered in Chapter 3, in the next chapter
(Chapter 6) we revisit the domain of playful mobile interactions.
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6
Playful 3D Gestural Interaction

We revisit the issue of supporting playful urban interactions presented in Chap-
ter 3. Here, we make use of a novel gesture-based paradigm in Mobile HCI
to provide such support (Playful Gestural Interaction Study). We introduce
magnet-based Around Device Interaction (ADI), and its applied use in a play-
ful, music-related context. Using three musical applications developed un-
der the magnet-based ADI paradigm (Air Disc-Jockey, Air Guitar, Air Gui-
taRhythm), this chapter investigates whether the magnet-based ADI paradigm
can be effectively used to support playful music composition and gaming
on mobile devices. Based on results from a controlled user study (usabil-
ity and user experience questionnaire responses, users’ direct feedback, and
video observations), we show how 3D gestural input can be effectively used
to create natural, playful and creative mobile music interactions amongst both
musically-trained and non-musically trained users. Additionally, we distill de-
sign considerations to optimize playful and creative music interactions using
3D gestural input on today’s smartphones. The work presented in this chap-
ter will be published as “Magnet-based Around Device Interaction for Playful
Music Composition and Gaming” in the International Journal of Mobile Hu-
man Computer Interaction (El Ali and Ketabdar, 2013).

6.1 Introduction

The recent advent of Around Device Interaction (ADI) (Butler et al., 2008) has expanded
the interaction space on mobile devices to allow 3D motion gesture interaction around
the device, with opportunities for playful music composition and gaming only now taking
shape. Using sensors embedded in mobile devices (e.g., (magnetic) compass (Ketabdar
et al., 2010a), IR distance sensors (Kratz and Rohs, 2009)), users can now take advantage
of the extra interaction space that their mobile device affords, for leisure and entertainment
(Davenport et al., 1998).

ADI can be useful for small tangible/wearable mobile or controller devices (e.g., mo-
bile phones or wrist watches) (Ketabdar et al., 2010a). In such devices, it is extremely
difficult to operate small buttons and touch screens. By expanding the interaction space
around the device, ADI can aid the user in such cases, alongside situations when the device
screen is not in line of the user’s sight. The ADI paradigm can allow coarse movement-
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based gestures made in the 3D space around the device to be used for sending different
interaction commands such as controlling a portable music player (changing sound volume
or music track), zooming, rotation, etc. For mobile phones, it can be also used for dealing
with incoming calls (e.g., accepting or rejecting a call). However, ADI need not be limited
to use-cases comprising user situational impairments (Ashbrook et al., 2011) or substitut-
ing for basic touchscreen tasks (Baudisch and Chu, 2009), but can complement touchscreen
interactions with 3D gestures to allow natural, playful interactions in music composition
(Ketabdar et al., 2012, 2011) and gaming.

Magnet-based ADI is a novel interaction technique for mobile devices allowing gestu-
ral interaction in the whole 3D space around the device.1 Here, moving a properly shaped
magnetic material in hand (e.g. bar shaped, pen, ring) is used to influence the internally em-
bedded compass (magnetometer) sensor in mobile devices by different 3D gestures, hence
allowing for touchless interaction around the device. Since the interaction here is based on
magnetic fields (which can pass through the hand or clothes, and not depending on users’
line of sight), the space at the back and side of device can also be efficiently used for in-
teraction. This technique does not require extra sensors on current smartphones. For these
smartphones, it is only necessary to have a properly shaped magnet as an extra accessory.
While this can be seen as a limitation of such systems, as will be shown later the use of a
magnet allows for a more natural interaction with music related apps.

In this chapter, we look closely at how magnet-based ADI can be used in a play-
ful context, to facilitate natural interaction for music composition and gaming amongst
both musically-trained and non-musically trained users. Using three musical applications
developed under the ADI paradigm (Air Disc-Jockey, Air Guitar, Air GuitaRhythm), we
investigate the potential of ADI for playful interaction, in order to gain insight into the ac-
ceptability and naturalness of ADI by users who wish to casually engage in playful mobile
music composition. Under this investigation, our primary goal is to explore novel methods
using mobile technology to entertain users. The rest of the chapter is structured as fol-
lows: first we provide our research questions, followed by a review of related work and our
magnet-based ADI framework. We then present our study design and methods, give our
results and discuss them, provide design recommendations and finally conclude.

6.2 Research Questions

In this chapter, our main research question is:

RQ 5: How can 3D gestural interaction support playful music composition
and gaming on smartphones?

Specifically, we investigate usability and user experience2 issues, and user acceptance of
the ADI paradigm to support playful and creative interactions (Davenport et al., 1998),
using three mobile music-related high-fidelity prototype apps (Air Disc-Jockey, Air Guitar,
Air GuitaRhythm) that allow natural interaction (Grandhi et al., 2011) using a magnet.

1http://www.youtube.com/watch?v=WrVIO-0ak44; last retrieved: 01-08-2013. Anonymized promotional
video that illustrates the magnet-based ADI concept in music-related applications.

2UX here is based on ISO 9241-210 (ISO DIS 9241-210:1994, 1994) definition: A person’s perceptions and
responses that result from the use or anticipated use of a product, system or service.”
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By allowing natural (cf., Grandhi et al. (2011); Khnel et al. (2011)) and in some cases
enjoyable (cf., Rico and Brewster (2010)) gesture-based interaction with mobile devices,
our hypothesis is that the ADI paradigm would be perceived as a fun and natural means of
mobile interaction, in the context of playful gaming and music composition.

Two of the developed prototype apps (Air DJ, Air Guitar) allow free creative expres-
sion in composing music, and the last designed as a music game (Air GuitaRhythm).
Our target user group are casual gamers and users who wish to compose music non-
professionally, as part of everyday playful interactions with mobile devices. However,
since two of the prototype apps developed lend themselves to creative music composition,
testing users with previous musical training was required to provide insights on whether
the ADI concept is perceived differently by those who can and those who cannot compose
music. Given this distinction, we expected that users who were musically trained would
perceive the creative music apps (Air DJ, Air Guitar) more favorably than those who did
not have such training, whereas the gaming app should be perceived similarly by all user
groups. This is because the musical game, which is easy to learn and play with a challeng-
ing score-based system, is easily accessible by all user groups. By contrast, the musical
applications could perhaps be seen as having a higher barrier of accessibility if a user lacks
the necessary music skills to compose music.

Investigating usability, user experience and acceptance afforded by the three magnet-
based ADI-based musical prototype apps here yields two main research contributions: first,
it provides a user-driven concept validation of whether the ADI paradigm, in allowing
natural gestural interaction around mobile devices, can support use-cases for playful and
creative music interaction (Section Supporting Playful Music Composition and Gaming.
Second, it equips future interaction designers wishing to make use of magnet-based ADI
with design considerations when designing playful and creative mobile ADI interactions
(Section Design Considerations for Applied Magnet-based ADI). Additionally, we provide
initial results on the social acceptability of ADI when interactions take place in public
settings, as well as additional use-cases participants reported on.

6.3 Related Work

In addition to the related work listed below, this chapter builds on the related work on using
3D gestures in HCI discussed in Chapter 5 in Section 5.3.1 and partly on the related work
on measuring playful experiences discussed in Chapter 3 in Section 3.6.1 .

6.3.1 Around Device Interaction
Several approaches to ADI have been proposed, which focus mainly on solving the occlu-
sion problem (where the user’s fingers cover the touch display during interaction). Baud-
isch and Chu (2009) show the effectiveness of a pointing input method for very small
devices (down to 1” display size), where they use a touchscreen on the back of a device to
handle occlusion. Butler et al. (2008) use infrared (IR) sensors on the edges of small mobile
devices which allow capturing multitouch gestures around the device, specifically on either
side of the long-edge of the device. Relatedly, Kratz and Rohs (2009) use six IR distance
sensors to allow coarse movement-based hand gestures, in addition to static position-based
gestures, which were also shown to be effective to solving the occlusion problem on small
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mobile devices. Recently, Kratz et al. (2012) demonstrated using depth imaging cameras to
allow for back-of and side-of mobile device interaction, specifically focusing on tracking
and recognizing gestures in a virtual object rotation task.

Closely related to the present work, Han et al. (2009) tracked a finger-mounted magnet
for handwriting input. Relatedly, Harrison and Hudson (2009) used a magnet attached to
the user’s finger to allow radial and 2D input for a watch device. Ashbrook et al. (2011)
also used a magnetically-tracked finger ring, and showed its effectiveness for sighted and
eyes-free use for a pointing target-selection task where users could select from up to 8
targets on a menu display. Finally, Ketabdar et al. (2010a) also demonstrated that tracking
a magnet in the space around the device can allow high gesture classification accuracy for
coarse gestures performed by users around the device.

6.3.2 Gestural Interfaces for Music Interaction

The earliest example of a gesture-based music instrument is the Theremin (Theremin,
1996), which used electronic field sensing of hand positions in space to allow music compo-
sition. Since then, there has been a range of digital music instruments that use IR distance
(e.g., Airstick free-gesture music controller (Franco, 2005) or vision sensing that go beyond
keyboard interactions and allow bodily gesture-based interactions). Related to the present
work, Gillian et al. (2009) proposed a gesture-based musical DJ game that uses the mobile
device’s 3-axis accelerometer and touchscreen interactions where users have to scratch at a
specified musical beat (when cued by different multimodal feedback).

Kayali et al. (2008) developed three tangible mobile interfaces as gestural instruments,
one of which is relevant here is a simplified guitar prototype that allows strumming frets
using the Nintendo DS stylus. Gillian and Paradiso (2012) demonstrated how 3D depth
sensors can be used for discrete and continuous control of a gesturally-controlled music
instrument. While these presented examples exemplify the use of gestural interaction for
controlling virtual music instruments, the interaction techniques offered use motion sensors
that require moving the device itself, which risks users losing concentration on the task at
hand. In our case, we use the motion of the hand, rather than the device, which affords
more natural interaction and allows the phone display to be used more efficiently when
composing music. Recently, Ketabdar et al. (2012, 2011) presented a demonstration of a
guitar application that also uses magnet-based ADI to allow in air strumming, however their
work was more focused on the technical infrastructure behind the guitar app, and therefore
lacked any user evaluation. We add to the body of work presented there, by presenting two
additional apps (Air DJ and Air GuitaRythm), with a focus on evaluating the apps from a
user-centered standpoint.

6.3.3 Evaluating Playful Interactions

In this chapter, we do not deal with console or desktop games, and so the metrics proposed
in Section 3.6.1 such as the GEQ or in-game metrics are not very useful to characterize user
entertainment with our mobile music-related apps. Instead, we make use of questionnaires
to measure users’ experience with interactive systems and the perceived usability of the
apps. To do this, we follow the approach by Lucero et al. (2011) by using the AttrakDiff2
TM

(Hassenzahl et al., 2003) questionnaire to evaluate playful aspects of interactive systems.
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Additionally, we use the System Usability Scale (Brooke, 1996) questionnaire as it is a
robust, industry standard in quickly evaluating a system’s usability. Both of these scales
are discussed under Section Study Design. Importantly, for the early stage of our prototype
apps, we make use of qualitative observations and interviews, in order to gain insight from
users directly on improving our apps and the interaction methods they support. In this
case, looking at usability from a performance standpoint (cf., Gajadhar et al. (2010)) (e.g.,
high scores, touchscreen presses, or magnetic signal deformations) would not be useful for
understanding how users deal with this new interaction method for music composition and
gaming.

6.4 Magnet-based ADI

6.4.1 Framework

A piece of magnet when moved close enough to a smartphone can influence the compass
sensor. The temporal pattern of such an influence is registered by the compass sensor, and
can be interpreted as a gestural command using appropriate machine learning algorithms.
Getting useful information from the magnetic sensor is not only algorithmically simpler
than implementing computer vision techniques, but this approach also does not suffer from
illumination variation and occlusion problems. In other words, it does not require direct
line of sight into the camera, which enables covering the whole 360◦ space around the
device for interaction.

The output of the compass sensor consists of 3 signals showing the strength and di-
rection of the magnetic field along x, y and z directions. Each sensor reading composes
a vector of 3 elements, where a gesture is presented by a certain pattern in a sequence of
these vectors. A time derivative function is applied to sensor readings in order to highlight
changes in the pattern of magnetic field, and remove effects of earth’s magnetic field (which
is almost constant). The sequence of vectors is divided into overlapping windows for ges-
ture recognition. Depending on the type of gesture, different techniques can be applied for
interpreting sensor readings as a gesture class. In our case, we used heuristic decision rules
and Multi-Layer Perceptrons (MLPs) (Minsky and Papert, 1969), which for our framework
have been shown to achieve gesture recognition accuracy of 83.7% and 91.4%, respectively
(Ketabdar et al., 2010c).

For simple gestures, such as detecting only a triggering action as in the case of our
apps below, average norm of vectors inside a window is compared with a predefined or
adjustable threshold. Adjusting the sensor can affect the sensitivity for the triggering action.
A triggering action involves a rapid motion of hand (with magnet) which causes rapid
changes in the pattern of magnetic field around the device, resulting in a significant change
in magnetic signal norm for a limited period of time. Motion of the device itself can
also cause changes in the compass sensor output, due to displacement of the sensor with
respect to earth’s magnetic field. Rapid motion of the device is detected based on embedded
accelerometer readings, which allows stopping gesture execution. For recognizing more
complicated gestures, the sequence of sensor readings is compared with a pre-recorded
sequences using template matching techniques such as Dynamic Time Warping (Sakoe and
Chiba, 1978). However since here we deal with simple gestures, heuristic decision rules
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suffice.

6.4.2 Application Design Process

All the applications were implemented on the Apple iPhone 4 R© as functional interac-
tive prototypes. Two of the applications described below (Air DJ and Air GuitaRhythm)
followed a user-centered design process, where interfaces underwent a round of design
iterations thereafter. For these apps, qualitative focus group (user insight) sessions were
conducted. There were 5 focus group sessions with 10 participants (5 male, 5 female) aged
between 20-30, where half had a background in music, and the rest in design. Sessions
were carried out in a collaborative setting (2 participants per session). The collaborative
dual-testing of participants (who did not know each other beforehand) was conducted as
such to ensure discussion in an interactive manner amongst participants on how to improve
the apps. Measures included semistructured interviews, think aloud protocols, and obser-
vations as protocoled by two observers.

Participants found the concept of magnet-based interaction behind Air DJ and Air
GuitaRhythm very appealing, where main feedback involved usability issues (especially the
navigation model in GuitaRythm) model and interface redesign suggestions (icon redesign,
GUI element reordering, more transparent labels). Participants were also quite positive
about using magnets for playful ADI interaction, and were willing to pay for a good magnet
to ensure smooth interaction with the apps. However they explicitly stated that they should
be readily available in stores and come in different form factors. These earlier findings have
been incorporated into the design of the apps described below.

6.4.3 Prototype Applications

Air Disc-Jockey

Air DJ combines standard functionalities usually found in different electronic music instru-
ments. These comprise playback of a song from the users music library, real time control
of a lowpass filter applied to the playback, triggering of drum and effect samples and real
time synthesis of sounds based on the user’s hand movements. The Air DJ interface is
shown in Fig. 6.1. A tutorial including an audio/video demonstration of the app can be
found by tapping the question mark (6). A song (from iTunes R© library) is loaded into the
application by pressing the plus icon (7) on the note symbol, and thereafter transcoded to
a pcm file. After the transcoding process, playback is started by pressing the Play/Pause
button (1). Song title (2) and play progress time (8) are shown inside the music player area.
The progress bar (3) indicates the current playback position with respect to the total length
of the song. Tapping the bar allows the user to jump to a certain song position according to
the tap location. In Settings (11), the user can adjust the music volume and magnetic sensi-
tivity. For activating drums and effects, real-time audio synthesis, and real-time control of
a lowpass filter, the user has to press and hold (5) the corresponding touchscreen button(s).

Air DJ allows transforming the user’s hand motion to sound using real time audio syn-
thesis. Sound is only generated when the user is actually moving the magnet in the vicinity
of the device. Movement is detected from the change of the absolute value of the total mag-
netic field strength. A total of 3 synthesizer units (4) are available, named Marktree (1, 2,
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Figure 6.1: Air DJ interface. See text for explanation of labels.

3), which are activated by pressing the corresponding button. When the magnet is moving,
Marktree 1 generates short random frequency sinusoids which sum up to a kind of a metal-
lic sound. MarkTree 2 and 3 in contrast generate frequencies corresponding to the notes
of two harmonically related minor seven chords (Dmin7, Amin7). During playback of a
song, if the LowPass filter (9) is activated, it attenuates high frequencies according to the
total strength of the magnetic field. The filter center frequency decreases with decreasing
distance between the magnet and the mobile device, hence high frequencies are attenuated
stronger when the magnet is close to the device. Air DJ also enables the user to play multi-
ple high quality drum samples (e.g., Snare, Cymbal, Clap) along with the music using hand
motion. The drum samples are triggered by pressing one of the blue sample buttons (10)
and simultaneously moving the magnet near the mobile device. Main motivation for in-
cluding these audio synths and effects was that they were determined to be suitable for the
magnetic technology used. With respect to the choice of sounds (e.g., MarkTree), these are
common sounds that were also deemed suitable as they go well with natural background
noise. Furthermore, these audio synths and effects were included as participants from the
earlier pilot studies enjoyed playing with them.

Air Guitar

Air Guitar allows playing guitar songs (which are simple lists of chords) by pressing and
holding (at least) one fret on a virtual guitar neck while triggering with a magnet. Chords
are built from individual guitar samples, where samples cover the visible note range (MIDI:
40...69). The Air Guitar interface is shown in Fig. 6.2. At the time of testing, Air Guitar
was still in its early stages and hence the interface and features were still basic (e.g., played
songs cannot be saved or shared). The application starts with a virtual guitar neck with six
strings (1) and five (I...V) frets (3). The user can play a chord while placing his finger(s) on
one or more notes (2) and moving the magnet with the other hand. Open strings (from left
to right) correspond to MIDI notes: 40 (E-String), 45 (A-String), 50 (D), 55 (G), 59 (B),
64 (E). The corresponding sample of a selected note is determined using the fret number
(I...V), where Sample Number = MIDIOpenString + Fret Number. At this stage of devel-
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Figure 6.2: Air Guitar interface. See text for explanation of labels.

opment, the Air Guitar app does not support playing open strings. Currently, to get to the
settings page where the volume and magnetic sensitivity can be adjusted, the user has to
shake the device (4).

Air GuitaRhythm

Air GuitaRhythm introduces an innovative concept for playing music reaction games in the
style of Guitar Hero R© and Rock Band R© on mobile devices using magnet-based touchless
3D gestures. Air GuitaRhythm allows the user to play the lead guitarist of a virtual rock
band. In Air GuitaRhythm, songs are delivered with the app and consist of the mp3 file
and text file containing information of the game melody (note event time stamps, MIDI
note number). The user can choose a tutorial which includes an audio/video demonstration
of the app, or select a song. After having selected a song, the play screen is displayed
and a counter starts counting backwards from 3 to 1, where then the song playback starts.
The Air GuitaRhythm interface is shown in Fig. 6.3. A magnet in hand allows the user to
use natural hand gestures similar to real guitar playing to play the notes of the main guitar
melody of a song. Air GuitaRhythm challenges the user to move the magnet rhythmically
correct (on the dashed line (5)) according to a note pattern shown on the display. Song
progress bar (1) and song title (4) are displayed above the note display area, and the three
gray icons (3) at the bottom of the screen allow the user to Stop, Pause, or Restart the game.
In Settings (10), the user can adjust the music volume and magnetic sensitivity.

After song playback has started, note symbols (6) start moving across the screen from
left to right representing notes of the game melody. The user has to move the magnet in
the vicinity of the phone to play a note of the melody. Notes can only be played as long as
they are in the Play Zone (7). The perfect moment to play a note is when it is aligned with
the dashed line (5) of play zone resulting in nice sounding melodies. The user is supposed
to move the magnet only if there is a note in the zone. Otherwise an error sound chimes
when the score (9) gets lowered. Notes that have been triggered correctly will be displayed
in green, and those missed will be displayed in red (as shown). With every missed note, the
life bar (2) decreases by one element. Game ends when there are 0 misses left. Triggering
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Figure 6.3: Air GuitaRhythm interface. See text for explanation of labels.

a note correctly refills the life bar by one element. Each note that is triggered correctly will
increase the score Accuracy (8) (percentage of correctly triggered notes), which indicates
how many notes were triggered correctly. The Accuracy score is green when most notes are
triggered correctly, and red (as shown) when hardly any notes have been triggered correctly.
At the end of a song, the performance of the user is evaluated and compared to the current
high-scores of the corresponding song. If the user’s score is higher than one of the scores
found, the user can add his name to the high-score table.

6.5 Methods

6.5.1 Study Design
To investigate the potential of magnet-based ADI for music composition and gaming, we
designed a controlled study to test both the usability and user experience of our mobile
music apps. A controlled laboratory study was suitable in this case as it allows drawing
rich user insights and concept validation without the unpredictability of in-the-wild test-
ing. While Air DJ and Air GuitaRhythm were high-fidelity prototypes, Air Guitar was still
in its early stages. It was nevertheless included in our study as it provided high potential
for musical creativity. Together, the applications served as probes into getting users ac-
quainted with the paradigm of magnet-based ADI in general, and for applications to music
composition and gaming in particular.

Since only Air GuitaRhythm was a fully developed game (i.e., with a performance
scoring system), we expected it to appeal more to the general population of users. The DJ
application and the Air Guitar on the other hand, were expected to appeal more to users
with at least some musical training. We defined a musically trained participant as a person
who plays at least one musical instrument, and has at least 2 years of experience playing it.
To deal with the difference in target groups, we tested users who do not have any musical
training and users that do. This we hypothesized would provide greater insight into the use
of magnet-based ADI for both creative composition (by musically trained users) and for
general entertainment and enjoyability (by non-musically trained users).
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Figure 6.4: Ring magnet (left) and bar magnet (right).

The foregoing design decisions led to a controlled study with a mixed between- and
within- subject factorial (2 x 3 x 2) design. There were three independent variables (IVs):
music training (2 levels: music training vs. no music training), magnet-based ADI ap-
plication (3 levels: Air DJ vs. Air Guitar vs. Air GuitaRhythm), and magnet (2 levels:
bar-shaped vs. ring magnet). Music training was a between-subjects factor, and ADI appli-
cation and magnet were within-subjects factors. Each between-subject condition tested all
applications and both magnets, counterbalanced and randomized across participants. Par-
ticipants were given a tutorial on how to use the magnets to interact with each application,
and they were allowed to spend as much time as they wanted on each application. To avoid
experimental artifacts associated with the form factor of the magnets, participants were
asked to play with two different magnets: a bar-shaped magnet (∼5cm length, ∼0.5cm
width) and a ring-shaped magnet (∼3cm diameter, ∼0.8 cm width), both shown in Fig.
6.4. The ring-shaped magnet had stronger magnetic force due to its thickness. These were
calibrated accordingly for use with each app, where users could additionally calibrate the
sensitivity if desired. Additionally, testing two different magnets also served as a probe to
get participants to imagine later the form factor possibilities for magnet-based ADI. While
all users were asked to use both magnets, the usage duration for each were not explicit
conditions for this study, so as not to artificially constrain the study setup too much. As
mentioned, the use of two magnets was provided primarily to allow users to reflect on the
possible form factors that magnets come in, where finally we expect that many shapes and
sizes of magnets would be available commercially or at home for users to use.

To measure the usability and user experience (our dependent variables) of each musi-
cal app, five data sources were collected: a) AttrakDiff2

TM
(Hassenzahl et al., 2003) ques-

tionnaire3 responses b) System Usability Scale (SUS) (Brooke, 1996) responses c) Likert-
scale questions about participants’ attitudes toward magnet-based ADI and the given pro-
totype apps tested d) video recordings of participants’ gestures, and e) post-experiment
interviews, to get direct user feedback on magnet-based ADI.

AttrakDiff2 measures pragmatic and hedonic qualities of interactive systems by al-
lowing participants to provide ratings on a 7-point semantic differential scale (range [-3,
3]) for 28 attributes, resulting in 4 quality dimensions: 1) Pragmatic Quality (PQ), which
measures usability of a product (or in our case each application). Here, PQ gives insight
into how easy and straightforward it was to use each application 2) Hedonic Quality -
Identification (HQ-I), which gives insight into the extent that users can identify with each
application 3) Hedonic Quality - Stimulation (HQ-S), which gives insight into the extent

3AttrakDiff2
TM

is a questionnaire originally developed to measure the perceived attractiveness of interactive
products based on hedonic and pragmatic qualities.

104



6.5. Methods

that each application stimulates users with novelty 4) Attractiveness (ATT), which provides
a global appeal value and quality perception of each application.

Despite that the applications were all prototypes, we nevertheless decided to addition-
ally administer the SUS (10-item questionnaire on a 5-point Likert scale) to gain additional
insight (aside from the PQ category in AttrakDiff2) into the ease of use, efficiency, and
satisfaction of each application. The SUS has been shown to be a robust and reliable stan-
dalone tool for measuring perceived usability of interactive systems, where a score of 70
and above indicates an acceptable score (Bangor et al., 2008). While there is some overlap
between the SUS and AttrakDiff2, collecting multiple sources of data provides stronger
evidence of findings. Additionally, usability is only one dimension of AttrakDiff2 (which
is more focused on UX issues of enjoyment and novelty).

Likert-scale questions (4-item; α = .71) we gave participants asked about their first im-
pression of the apps, how comfortable it was to play with each app, how easy to learn using
each app, and whether or not they enjoyed making music with each app. An additional item
asked whether or not they would be willing to carry a magnet around. Additionally, we had
a semi-structured interview at the end of each testing session, where users could give their
feedback directly on what they thought about ADI using magnets, their expectations about
availability of magnets when they download these apps, as well as their preferences for the
magnet form factor (shape, size, color). Additionally, they were asked about other appli-
cation use-cases that could potentially benefit from the magnet-based ADI paradigm. To
gain insight into whether this mode of interaction is socially acceptable, they were asked
whether or not they would interact with mobile phones using magnets in public places (e.g.,
in the metro, bus, or on a public street).

6.5.2 Participants

24 participants (15 male, 9 female) aged between 23-39 (Mage= 27.2; SDage= 4.1) were
recruited. Half had musical training, and the other half no musical training. This was
identified through the recruiting process and later through the information forms partici-
pants had to fill in before each test session. Our participant sample spanned 13 different
nationalities, where all were right-handed. No left-handed participants were tested as this
was not an explicit aspect of our research questions. Half (12/24) had a technical back-
ground, and nearly half (11/24) were familiar with gaming consoles that use some form of
gesture recognition technology (e.g., Nintendo Wii c© or Microsoft Kinect c©). Most of the
musically trained participants played the guitar (9/12) among other instruments (piano or
accordion), with the rest having been trained to play only the piano (3/12).

6.5.3 Setup & Procedure

The study was carried out at the usability lab at Telekom Innovation Laboratories (Berlin,
Germany). Each experimental session took between 1-1.5 hours. Participants were tested
in pairs, and provided each with an iPhone 4 with the prototype apps, as well as two mag-
nets (bar- and ring-shaped). Study participants were guided by two experimenters. They
were seated at opposite ends of a table, where a tripod-mounted camera was aimed at their
gesture interaction space. They were allowed to define their own interaction space (within
the camera angle’s view) to ensure their comfort during the session. At start of the session,
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each participant filled a background information form, signed an informed consent form,
and read through instructions for performing the task. Before each condition, they were
given a quick tutorial and demo on how to play with each app.

After the tutorial, participants would then play with each app (with no set time limit).
They were asked to try out both magnets. After stopping each application, they were asked
to fill in the AttrakDiff2, the SUS, and the constructed Likert-scale intermediate question-
naire. All participant responses were set on the same questionnaire, to ensure that responses
were relative to one another. After playing with all apps, they were briefly interviewed
about their experiences (∼10 min.) of the experimental session and the magnet-based ADI
paradigm and given applications. Afterward, they were thanked for participating, signed
a receipt form, and offered a monetary reward for participating (which participants knew
they would get).

6.6 Results

6.6.1 Perceived Usability & User Experience

AttrakDiff2 Responses

We ran an independent one-way Analysis of Variance (ANOVA) (with all assumptions sat-
isfied) between groups (musically trained vs. non-musically trained) for each AttrakDiff2
dimension (PQ, HQ-I, HQ-S, ATT), however no significant differences between groups
were found. Therefore, both groups were treated as a uniform sample. We ran a repeated
measures ANOVA comparing mean AttrakDiff2 responses across all participants on each
dimension for each of the tested apps (Air DJ, Air Guitar, Air GuitaRhythm). Results
showed significant differences in responses across quality dimensions for only PQ, HQ-I,
and ATT. Post-hoc pairwise comparisons (with Bonferroni correction4) between each app
(Air DJ, Air Guitar, Air GuitaRhythm) were conducted in every case. Results (means,
standard deviations, confidence intervals, significance (α = .05), and effect size (partial
eta-squared values)) for each tested app are shown in Table 6.1. Where significant, dimen-
sions and app names are represented in bold, and where a particular pairwise comparison
is not significant, app names are in (additional) italics.

For the PQ dimension, participants perceived clear differences between the Air DJ
and the Air Guitar apps, and between the Air Guitar and Air GuitaRhythm apps, but not
between the Air DJ and Air GuitaRhythm apps. Lack of a difference in the latter case is not
surprising, given that the Air Guitar app was still in the early stages of development, and
usability issues associated with its use were expected (which we discuss below). Scores for
both Air DJ and Air GuitaRhythm apps in general showed that the current usability of those
prototype apps was satisfactory. For the HQ-I dimension, while results showed an overall
significant difference between AttrakDiff2 responses, post-hoc pairwise comparisons were
not significant. With the scores for all apps all close to zero, we can draw that our partic-
ipant sample did not clearly identify with these music-related prototype apps. This could
be due to the novelty of magnet-based ADI for playful music composition and gaming,

4Backward-corrected SPSS c© Bonferroni adjusted p-values are reported.
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Dimension App M SD CI P -value η2
p

DJ .7 1 [.2,1] p=.001
PQ G -.1 1.1 [-.6,.4] F (2,46) = 8.3 .3

GR 1 .9 [.7,1.4]
DJ .2 1.1 [ -.1,.9] p=.02

HQ-I G -.3 1 [-.8,.1] F (2,46) = 4.2 .2
GR .3 1.2 [-.2,.8]
DJ .6 .9 [.2,1] p=.29

HQ-S G .2 1.2 [-.4,.7] F (2,46) = 1.3 .1
GR .5 1.2 [-.04,1]
DJ .8 1.2 [.3,1.3] p=.03

ATT G .1 1.4 [-.5,.7] F (2,46) = 3.9 .1
GR 1 1.4 [.5,1.6]

Table 6.1: Descriptive and inferential statistics of participant (N=24) responses (range [-3, 3]) on
tested apps (DJ: Air DJ, G: Air Guitar, GR: Air GuitaRhythm) for each AttrakDiff2 dimension: PQ
= Pragmatic Quality, HQ-I: Hedonic Quality-Identity, HQ-S: Hedonic Quality-Stimulation, ATT:
Attractiveness.

which may take time to be accepted by users as an established alternative mode of mobile
interaction.

For the HQ-S dimension, there were no statistical differences, where average re-
sponses were between 0 and 1. Here, we expected responses on HQ-S to be higher,
given the highly positive qualitative responses from participants in the exit interview (de-
scribed below). This could be due to the limited stimulation categories of the AttrakDiff2
questionnaire, or due to participants hesitant about providing very high ratings in their re-
sponses. While this finding may be interpreted with caution, it should nevertheless serve as
an indicator that the engagement and stimulation factors associated with interacting with
these music-related prototype apps can be improved upon. For the ATT dimension, results
showed an overall significant difference, however post-hoc pairwise comparisons did not.
Response scores for the Air DJ and Air GuitaRhythm were on or around 1, indicating that
both apps generally appealed to participants. For the Air Guitar app, the near-zero response
could have been influenced by the poor usability of the app, which may have affected its
current attractiveness.

System Usability Scale Responses

Measured SUS responses were calculated according to (Brooke, 1996), and analyzed in
terms of average score frequency distributions. Results are shown in Fig. 7.9. For the Air
DJ app, half of participants (12/24) gave an acceptable SUS score (70 or above). For Air
Guitar, few participants (4/24) gave an acceptable score, and for Air GuitaRhythm, slightly
more than half (15/24) gave an acceptable SUS score. For the Air DJ and Air GuitaRhythm
apps, these scores reflect that the ADI-based apps using magnets are nearly ready for enter-
ing the consumer market with only few issues remaining (as will be discussed later). For
the Air Guitar app, the acceptable usability of the current app was quite low, which is not
surprising given the early stage of development during time of testing.
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Figure 6.5: Frequency distribution of mean System Usability Scale responses across participants
(N=24) for all tested apps.

6.6.2 Users’ Subjective Feedback

After interacting with each of the magnet-based ADI apps, participants were given a 7-
point Likert scale (1-strongly disagree, 7-strongly agree) exit questionnaire to gather their
overall feedback on each of the tested apps (Medians (Md) and Interquartile Ranges (IQR)
are reported). This was followed by a semi-structured interview.

Overall User Acceptance of Magnet-based ADI

For all tested apps, participants reported that they had a positive first impression of in-
teracting with the apps (Air DJ: Md=5, IQR=3-6; Air Guitar: Md=5, IQR=2.8-5; Air
GuitaRhythm: Md=5, IQR=4-6). This was confirmed during the interviews, were most
participants (20/24) had a positive overall impression of composing music and gaming us-
ing magnet-based ADI (P6: “It was really cool with the magnet, I mean I’ve never even
heard of that before!”).

While overall responses were positive, some participants had concerns regarding the
originality (P12: “I have a Nintendo Wii, and I’ve seen similar technology so I was not so
impressed.”), the use of magnets (P24: “Sensitivity of the magnet was not good.. especially
the DJ app, I think it’s much more practical to tap on the instrument [touchscreen] then
using a magnet.”), and the limited features of the prototype apps (P17: “Some of the apps
you can make more music, but some were boring (like the Air Guitar app)... maybe would
be cooler if you can make more things with the magnet.”). When participants were asked
about their expectations of the availability of magnets, all participants stated (as in early
user insight sessions) that magnets should be available at electronic and large department
stores (e.g., Apple Store R©, Woolworths R©). Four participants mentioned that if the apps
require a particular shape or strength of a magnet, then such magnets should be readily
available for purchase.

All participants found the apps easy to use (Air DJ: Md=6, IQR=4.8-7; Air Guitar:
Md=6, IQR=3.8-6; Air GuitaRhythm: Md=6, IQR=5-7). Participants were generally com-
fortable interacting with the Air DJ (Md=5, IQR=5-6) and Air GuitaRhythm apps (Md=6,
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IQR=4-6) using a magnet, however were neutral with respect to the Air Guitar app (Md=3,
IQR=2-5). When asked about whether they are willing to carry a magnet with them to
interact with such apps, few participants (8/24) reported they would. Likewise to the mixed
adoption of pen-based computing (Kurtenbach, 2010), this was expected as users do not
always want to carry an additional accessory. However, participants that stated they would
carry a magnet, mentioned (x5) that attaching the magnet to their keychain or as part of the
phone’s casing were the easiest methods to carry it around.

Participants (18/24) were generally quite positive about using magnets for such inter-
action (P11: “I find the idea itself nice, having the interaction outside in your own personal
area around the phone.. these small gestures in your personal space feel very natural, it
feels good.”). Main issues concerning the interaction included the sensitivity of the detec-
tion (P10: “I thought magnets weren’t sensitive enough [especially for Air Guitar App],
so that was a bit annoying.”), having to carry the magnet (P14: “The magnet is small and
maybe you can lose it in your pocket.”), and using magnets near electronic devices (P12: “I
was feeling a bit uncomfortable because I think the magnet affects the hard disk, so I was
a bit scared.”). The concern of the sensitivity of the magnet can be adjusted accordingly
through user-defined calibration. Regarding the possible damage to the smartphone from
the magnet, the magnets used for these applications are not strong enough to interfere with
the smartphone’s hard disk.5

Magnet Form Factor

Participants were asked about their preferences for a magnet size or shape for ADI. Around
half (13/24) preferred the magnet ring, some (9/24) the bar-shaped magnet, and the remain-
ing (2/24) had other preferences. The ring was preferred due to the ease of carrying it (P3:
“I liked the ring more because you can slip it on and you can have a free hand.”), the natu-
ral interaction it affords (P4: “For the Air Guitar app, a bar makes more sense, but I liked
the ring. I thought the ring felt more natural.”), or aesthetic reasons (P13: “I wouldn’t
mind wearing a (colorful) ring, as a fashion accessory.”). The strength of the magnetic
signal from the ring was perceived to be both good (P18: “It’s [the Ring] stronger and
easier to use.”) and bad (P3: “The ring was stronger and there was many double strokes
and I didn’t like that.”). Despite that participants could caliberate the magnet sensitivity,
this was not always done correctly. This indicates that the calibration procedure should be
more transparent to users, so as to avoid very weak or very strong magnetic signals. Other
issue reported with the ring-shaped magnet is whether or not it fit the participant’s finger
(P16: “At first I thought I liked the ring better, but then it was a bit awkward to use – it fell
off at times. So maybe one that fits me better.”).

The bar-shaped magnet was preferred by some participants because it resembled a
stylus/pen, which was easy to grasp. One participant stated that it resembles an instrument,
which is suitable for these apps. Two participants mentioned it was smaller (and therefore
easier to carry). The main concern over the bar-shaped magnet was that the magnetic
signal was weaker, and so lacked sensitivity during music composition and gaming, despite
calibration. Some participants (4/24) mentioned that for the Air Guitar app, the magnet
should probably be shaped like a guitar pick (P5: “As long as we’re playing guitar, best

5However, all magnets pose risks to magnetic strips (e.g., on credit cards) at close range. With the rise of new
card readers such as Near-Field Communication (NFC) however, this problem is avoided.

109



6. Playful 3D Gestural Interaction

to be shaped as a guitar pick. More realistic.”). Likewise with a drumming application,
where the magnet should be shaped like a drum stick.

Interaction Methods and Styles

Based on our video observations and users’ feedback, there arose a number of issues con-
cerning the supported interaction method of interaction using a magnet. First, participants
differed in how they held the smartphone during interaction, where some preferred to lay
the device on the table, and others held the device in one hand and the magnet in the other.
For putting the device on the table, this was the case for the Air Guitar and Air DJ apps,
where both touchscreen interactions (holding an instrument button or holding string(s) with
fingers) and moving the magnet required simultaneous hand actions (P3: “It’s a good idea
to use magnets, but hard to press buttons while holding a magnet and a phone.”). This was
especially of concern for the Air Guitar app, as holding both the smartphone and magnet
could pose risks in dropping items (P7: “Air Guitar here is a bit complicated because you
have to use more than one finger, to put the device down and use a magnet. And I’m afraid
of dropping the phone so I don’t hold it.”). These concerns are in line with previous work
that investigated the effects of encumbrance (manual multitasking) on mobile interactions
like pointing and typing on a keyboard (Oulasvirta and Bergstrom-Lehtovirta, 2011), which
may negatively impact task performance.

Another concern was the form factor of the mobile device for playing Air Guitar,
where a physical guitar body extension would allow easier grasping of the smartphone as
if it were a real guitar (P5: “Holding the iPhone [for Air Guitar] was kind of uncomfort-
able, you would need a physical extension.”). Given that the smartphone’s display may not
always be visible to the user, this brought up the question of whether enabling vibrotactile
feedback (Marshall and Wanderley, 2006) (varied by different parameters such as rhythm
and waveform) on the strings could better allow for eyes-free air guitar interaction. For
the Air DJ app, one participant found it more practical to not gesture altogether using a
magnet (P24: “For the DJ app, I think it’s much more practical to tap on the instrument
[touchscreen] then using a magnet.”). Together, these findings show that using the magnet-
based ADI paradigm for everyday playful interactions like music composition and gaming
requires further design considerations (effects of encumbrance, form factor, vibrotactile
feedback) when merging physical (gesture-based) and digital (touchscreen) interactions.

Playfulness & Professional Music Performance

All participants reported enjoying composing music and playing with the apps (Air DJ:
Md=5, IQR=3-5; Air Guitar: Md=4, IQR=2-5; Air GuitaRhythm: Md=5, IQR=3.8-6).
When participants were asked to rank their favorite app, Air GuitaRhythm ranked the high-
est (12x), followed by Air Guitar (7x) and the Air DJ app (5x). Given that Air GuitaRhythm
was the only app developed with full gaming elements, it was perceived to be overall the
most engaging and fun (P23: “The first one [Air GuitaRhythm] you had a goal, and it was
really fun, but the other two I didn’t know what to do.”). This is in line with previous work
on flow experiences where challenge (here in the form of a game score) strongly influences
fun and engagement (Csikszentmihalyi, 1990). However, amongst those who could play
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music, the Air Guitar app was perceived to be the most creative of the apps (P13: “I liked
the guitar app because it was very creative.”).

Even though the developed applications were not targeted towards professional mu-
sicians, a few participants with musical training expressed concern over the apps. For the
Air DJ app, one participant found it too simple (P6: “The DJ game was too simple, there
should have been more functions. Like a keyboard or something. Or maybe even track
mixing.”). For the Air Guitar app, one participant (who is a bass guitarist) mentioned the
problem of not supporting open strings (P5: “If there were open strings, the guitar app
would be much better.”). Another participant (who is a sound production engineer and mu-
sician) mentioned that generally he would prefer the magnet-based ADI if it allowed for
continuous control over the magnet signal (P21: “For me, it would be good to find a way to
measure the magnet signal so that it is not only a trigger, but a continuous signal. So basi-
cally a controller.”). Despite his concerns, this same participant was able to easily compose
music with the Air Guitar app, where he composed the Jingle Bells tune upon request (see
attached Video).

Social Acceptability

Participants were asked about how socially acceptable interacting with the ADI-based apps
using a magnet is in public places, and whether they would do it in public (e.g., metro,
café). Most (18/24) stated they would (P17: “Yeah, I wouldn’t care, people can do what
they want. It actually feels quite natural to play with this.”), however two of those par-
ticipants mentioned that they would do this only if they had headphones on. From the
six participants who stated they would not, three mentioned they would if they were with
a group of friends (P19: “If I’m alone, no. But with friends, yeah why not.”). Another
participant mentioned he would engage in such interaction if the magnet form factor was
more appropriate (P5: “Yes, as long as it looks cooler than this. If it was a magnet pick,
maybe yeah.”). Together, these findings provide early indicators that magnet-based ADI
may become part of people’s daily lives, even in public settings. However, to fully verify
this would require a longitudinal test of these apps in users’ daily environment.

Other Magnet-based ADI Application Areas

When participants were asked about other potential use-cases for magnet-based ADI, many
(16/24) had immediate ideas of other application areas. These included gesturing in the air
for text entry and drawing/painting, substituting or extending basic mobile touchscreen
interactions (answering call, rejecting call) when the device is occluded (e.g., in one’s
pocket), rhythmic skill practice (for musical training), and especially gaming. For gaming,
this included first person shooters, sports games like tennis, and even an Angry Birds c©

adaptation. Some mentioned the potential for multiplayer collaborative gaming, especially
for games like Air GuitaRhythm (however they did express that the magnets might interfere
with the other player’s smartphone). Together, these suggestions provide further evidence
on the potential of the magnet-based ADI paradigm for supporting user activities, even
outside of the music composition and gaming domains.
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6.7 Discussion

6.7.1 Supporting Playful Music Composition and Gaming

Despite that the music-related applications we developed under the magnet-based ADI
paradigm were not targeted towards professional musicians, we still expected to see a sig-
nificant difference in mean AttrakDiff2 dimension scores between the musically-trained
and non-musically trained groups, especially for the Air Guitar app. While there were
differences for the Air Guitar in usability (PQ: Mean musically-trained: -.4; Mean non-
musically trained: .2) and perceived novelty and stimulation (HQ-S: Mean musically-
trained: 0.5; Mean non-musically trained: -.1), these differences were not statistically
significant. However, they do partially indicate that musically-trained users were more
critical of the usability of the Air Guitar app, as well as perceived it as more novel given
the creativity it affords from them.

From our AttrakDiff2 scores and SUS scores, we showed that the apps based on the
magnet-based ADI paradigm were generally positively perceived, and aside from the Air
Guitar app, were perceived to be usable. From our user subjective reports and observations,
we showed that the magnet-based ADI paradigm can indeed support playful music com-
position and gaming on mobile devices, and that this mode of interaction is a fun method
of musical interaction. Based on these findings, we can confidently state that the creative
apps (Air DJ, Air Guitar) can be used for music composition on the go, by amateur musi-
cians and musically-affine users alike. The Air GuitaRhythm app, already at a quite usable
stage, established a novel form of musical gaming experience for mobile devices. Taken
together, our findings confirm our hypothesis that the magnet-based ADI paradigm can go
beyond HCI work focused on user situation impairments or improving user performance
when using a given ADI interaction technique (e.g., pointing and target selection (Ash-
brook et al., 2011)), but be effectively applied to support playful music composition and
gaming in mobile interaction.

6.7.2 Study Limitations

There are three potential limitations to the present study. First, since our study was con-
ducted in a laboratory, it had less ecological validity. However, since participants were
tested in pairs (where in most cases they did not know each other beforehand) and given
the presence of the two experimenters, the experimental setting closely resembled natural
situations. Moreover, given that participants mostly found the magnet-based ADI to be so-
cially acceptable (amidst present strangers) and their positive responses on the naturalness
of this mode of interaction, our results can likely be generalized to outside of the labo-
ratory usage scenarios. However, at this stage it is difficult to predict whether long-term
usage of these apps would provide the same level of entertainment for the everyday user.
To address this, we propose to include gamification (Deterding et al., 2011) elements to
all the music apps, to ensure long-term user engagement (discussed under Section Design
Considerations for Magnet-based ADI).

A second limitation was that two of the tested apps (Air DJ, Air Guitar) were still in
an earlier stage of development, where participants explicitly mentioned that the Air DJ
app could benefit from more features, and the Air Guitar app was buggy at times (either too
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sensitive or not sensitive resulting in double or no strokes). Indeed, while these two apps
could have been improved upon further, our findings indicate that they were nevertheless
useful probes into the validation and suggestion of design improvements for the magnet-
based ADI paradigm. Related to this point, at this stage we have not measured the time
spent by users on each app. While such a measure might provide useful insight into user
engagement, this would be more useful at a stage when the apps are more fully developed,
and deployed to users across smartphone game stores (e.g., Apple App Store c© or Google
Play Market c©). With a higher sample of users, and observing play time interaction over a
longer period, this measure would be more useful.

Lastly, since the present work had dealt with only magnet-based ADI, we may not
immediately generalize our findings to other ADI paradigms (especially in cases where
optic techniques are used instead of magnets). In such cases, the interaction of using or
not not using a magnet may sufficiently differ to warrant a redesign of the tested apps.
Furthermore, in other variants of the ADI paradigm, the space of interaction around the
device may be more complex, for example by switching the mode of interaction depending
on where around the mobile device the user interacts (e.g., front, back, or side of mobile
device (cf., Baudisch and Chu (2009))). While we have not made a comparison of our
magnet-based ADI for playful music composition and gaming with other ADI variants, our
findings nevertheless showed that participants understood the concept behind ADI (P11:
“This kind of personal space interaction felt very natural, would it be possible to do this
without the magnet?”) and its application areas.

6.8 Design Recommendations

Based on our findings, we draw design considerations that improve the user experience of
using magnet-based ADI applications, specifically in the context of music-related (gaming)
applications.

1. Designing Natural Interactions: As revealed in the interview responses (Sections
AttrakDiff2 Responses, Overall User Acceptance of Magnet-based ADI, and Playful-
ness & Professional Music Performance), users enjoy interacting with a magnet, and
they find this mode of interaction quite natural. For interaction designers, this means
that making use of gestural input techniques alongside touchscreen interaction (cf.,
Norman (2010)) for domains such as music gaming and composition is a worthwhile
design goal to support entertainment.

2. Supporting Magnet Availability & Use: Based on participant responses (Section
Overall User Acceptance of Magnet-based ADI), it is a valid consideration that mag-
nets should perhaps be readily available in stores, and come in different form factors
(shape, size, color) (cf., Section Magnet Form Factor), especially for applications
that afford a direct form mapping between the magnet and the instrument/tool (e.g.,
guitar pick, sword) it uses (cf., Grandhi et al. (2011)). Additionally, based on some
participant responses, support for carrying the magnet (keychains, phone casings)
should also perhaps be readily available.

3. Transparency in Application Calibration: Based on user’s remarks concerning
magnet sensitivity (Section Overall User Acceptance of Magnet-based ADI and Sec-
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tion Magnet Form Factor), should have immediate access and information on cali-
brating the magnet sensitivity, given the shape, size and strength of the magnet with
respect to the application.

4. Effective Use of Multimodal Feedback: Given user concerns over interaction meth-
ods with the music-related apps (Section Interaction Methods and Styles), the apps
should be augmented with multimodal feedback where necessary (e.g., vibrotactile
alongside visual feedback on digital guitar strings), so as to allow smooth simulta-
neous physical and touchscreen interaction. Additionally, physical form extensions
to a mobile device would allow for more natural musical interactions (e.g., guitar
casing).

5. Gamification for User Engagement: To ensure engagement with creative musical
apps by non-musically trained users, game-like elements (gamification) (Deterding
et al., 2011) can augment the user experience (cf., Section Interaction Methods and
Styles).

6. Addition of User-requested Features: To extend these musical apps to support pro-
fessional musicians, extra features need to be added (e.g., magnet as controller, open
strings, DJ mixing) (cf., Section Playfulness & Professional Music Performance)
alongside other application areas for magnet-based ADI (cf., Section Other Magnet-
based ADI Application Areas), such as rhythmic skill practice and a wider variety of
games.

7. Requirement of Longitudinal In-the-Wild Testing: Given that most of our partici-
pants found magnet-based ADI to be socially acceptable when used in public settings
(cf., Section Social Acceptability), designing ADI for social settings, while still re-
quires further longitudinal real-world testing, provides an early indicator that this
form of interaction may be socially acceptable.

6.9 Conclusions

In this chapter, we presented the results of a user study to investigate whether 3D gestural
input using the magnet-based ADI technique can be effectively used to support playful
music composition and gaming on mobile devices. In line with our hypothesis and the
goal of this chapter, we were able to show that 3D gestural input does offer a playful and
natural interaction method for composing music and playing music-related games, and is
entertaining to users. We believe we have set the stage for further experimentation with
applied use-cases across domains for 3D gestural input in general, and magnet-based ADI
in particular.

In this chapter we looked at how magnet-based ADI can be applied in a playful inter-
action context. As an additional example of 3D gesture-based interaction in daily mobile
interactions, in the next chapter (Chapter 7) we look at a common task performed by mobile
users: authentication.
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7
Usability and Security Tradeoff in 3D

Gestural Authentication

Using the magnet-based ADI paradigm introduced in Chapter 6, we investigate
the usability and security trade-off in 3D gestural authentication (Gestural Au-
thentication Study). We replicated a controlled security study to assess the vul-
nerability of this authentication method against video-based shoulder surfing
attacks. Additionally, in a separate controlled study, we measured the usability
and user experience issues associated with performing air gestural signatures
for smartphone security access. For this, we measured user experience using
experience, subjective workload, and trust questionnaires as well as analyzed
performed signature durations. Our security analysis provided further valida-
tion of the security of this authentication method, and with our user experience
research, we arrived at a set of design recommendations for optimizing the user
experience of using this magnetic gestural authentication method. The work
presented in this chapter is currently under peer-review as “Investigating the
Usability and Security Trade-off in Magnetic Gestural Authentication” in the
International Journal of Human Computer Studies (El Ali et al., 2013a).

7.1 Introduction

As presented in Chapter 6, magnet-based ADI is a subset of ADI, which also allows gestural
interaction in the whole 3D space around the device by deforming an embedded compass
sensor’s magnetic field. Previous work (Sieger et al., 2010) has shown a need for additional
layers of security for different settings, including entering a pin code to access ATMs or un-
lock smartphones. Indeed, in a survey with 465 participants asking about security methods
on mobile phones, Ben-Asher et al. (2011) found that only 26.7% of respondents perceived
PIN-based entry methods to be a secure method of user authentication.

ADI opens up new forms of user authentication, where users can perform mid-air 3D
gestures (e.g., their signature) to gain access to a system (e.g., Patel et al. (2004)). This
promises a fast, secure and natural method for user authentication. User authentication is
achieved here by allowing a user to gesture in mid-air and verifying whether this signature
matches that user’s recorded template signature (Guse et al., 2011). Despite that 3D gesture
authentication is not generally perceived (as assessed by a web survey) as providing a high
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level of security by users (Sieger et al., 2010), recent work has shown that 3D gestures
are in fact quite secure against video-based shoulder surfing attacks (Sahami Shirazi et al.,
2012). However, to fully understand whether this kind of authentication method would be
culturally and commercially adopted, the trade-off between security and usability issues
(Weir et al., 2010; Cranor and Garfinkel, 2005; Yee, 2004; Schultz et al., 2001) behind this
form of interaction needs to be further investigated.

In this chapter, we look closely at the security and usability issues associated with
magnet-based ADI and its applied use for user authentication purposes. While this work fo-
cuses on smartphone security access, this method of authentication is applicable to security
access of any device (e.g., laptops, doors or ATMs) if embedded with a magnetometer. To
investigate the usability issues associated with this method of authentication, a controlled
laboratory experiment was set up where users had to define magnetic 3D signatures. Us-
ability and user experience data was collected using a a mixed-methods approach, includ-
ing measuring signature performance duration, usability and user experience Likert-scale
questionnaires, and interviews. To assess the vulnerability of this authentication method,
a separate video-based shoulder surfing attack scenario (cf., Sahami Shirazi et al. (2012))
was set up in a controlled setting where users had to try to forge some of the signatures
defined in the usability study.

The rest of the chapter is structured as follows: first we provide our research questions
followed by a review of related work and a description of our magnet-based ADI frame-
work. We then introduce the usability study design and methods, followed by the security
study design and methods. Afterward, we present our results and discuss them, provide
design recommendations and conclude.

7.2 Research Questions

In this chapter, our main research question is:

RQ 6: How does 3D gestural interaction affect the usability and security of
mobile gestural user authentication?

Specifically, what is the security of this method (as measured by recognition accuracy un-
der a video-based shoulder surfing attack scenario), and what are the usability issues (as
measured by overall system acceptance, perceived security, gesture recall, and gesture du-
ration) associated with using this kind of user authentication method?

This chapter builds directly on previous work, where under a video-based shoul-
der surfing attack scenario, Sahami Shirazi et al. (2012) showed that this authentication
method is indeed quite secure against visual-based forgeries. The present study attempts
to replicate the findings by Sahami Shirazi et al. (2012), and additionally investigate the
usability and user experience issues associated with using this method. Guse et al. (2011)
have shown that accelerometer and gyroscope-based gestural authentication for predefined
simple gestures (e.g., circle gesture, infinity gesture) under different forgery conditions
(Naive Forgery, Semi-naive Forgery, and Visual Forgery) and for different recognition al-
gorithms (Dynamic Time Warping (DTW) (Sakoe and Chiba, 1978), Hidden Markov Mod-
els (HMMs) (Rabiner, 1989)) is a secure method for user authentication. These previous
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findings led to our first hypothesis, that magnetic gestural authentication is a secure method
of user authentication under a video-based shoulder surfing attack scenario.

Previous work has shown that users perceive performing 3D motion gestures for HCI-
related tasks (e.g., smart-home control (Khnel et al., 2011)) as a natural mode of interac-
tion (Ruiz et al., 2011; Grandhi et al., 2011), which depending on the gesture performed
can also be enjoyable (Rico and Brewster, 2010). Given that magnetic gestural signatures
allow a natural mode of interaction, and given the prevalence and acceptance of handwrit-
ten paper-based (or wet ink) signatures, our second hypothesis was that magnetic gestural
authentication would be perceived to be a usable method for authentication, and provide a
positive user experience (UX)1 amongst participants.

Assessing the usability and user experience issues associated with this method in-
cludes measuring responses on whether users are able to define their own unique signa-
ture (characteristic-based component), recall their own signature (knowledge-based com-
ponent), and are willing to carry an external accessory such as a magnet for authentication
purposes (token-based component). Additionally, investigating the usability and user expe-
rience issues associated with this method also requires investigating how long on average it
takes participants to perform and recall a signature (i.e., signature duration), the perceived
level of trust by users towards this type of authentication system, as well as how users
perceive the difficulty in forging a signature with full video evidence.

Investigating the security, usability and user experience afforded by this authentica-
tion method here yields two main research contributions. First, it provides further evi-
dence on the vulnerability of the magnetic gestural authentication method towards video-
based shoulder surfing attacks. Second, it provides insight into whether this authentication
method (even if shown to be secure) is a usable method for user authentication, and in cases
where it falls short, how the usability and UX issues can be addressed.

7.3 Related Work

In addition to the related work listed below, this chapter builds on the related work on using
3D gestures in HCI discussed in Chapter 5 in Section 5.3.1 as well as the related work on
Around Device Interaction discussed in Chapter 6 in Section 6.3.1.

7.3.1 Protecting Against Shoulder Surfing Attacks

The degree of a shoulder surfing attack generally depends on the situation in which it
occurs (e.g., on the street or at the cashier in a supermarket). Keypads or touch screens
in alphanumeric or graphical passwords (Biddle et al., 2012; Suo et al., 2005; Renaud and
Angeli, 2004) are particularly vulnerable, since an adversary can easily obtain a direct
view of the interaction with the authentication interface. Examples of graphical passwords
that use graphics or pictorial representations include PassFaces (Tari et al., 2006), Jiminy
(Renaud and Smith, 2001), VIP (De Angeli et al., 2002), Déjà Vu (Dhamija and Perrig,
2000), and Passpoints (Wiedenbeck et al., 2005).

1UX here is based on ISO 9241-210 (1994) definition: A person’s perceptions and responses that result from
the use or anticipated use of a product, system or service.”

117



7. Usability and Security Tradeoff in 3D Gestural Authentication

Magnet-based gesture authentication intersects with 3 authentication schemes avail-
able (Shanmugapriya and Padmavathi, 2009; Farella et al., 2006): 1) knowledge based,
where users have to recall their own defined gestural signatures (cf., password recall) 2)
token-based, where users have to possess a magnet (cf., an RFID tag) and 3) Characteristic
or biometric-based, which can either be physiological (e.g., fingerprints, face or iris recog-
nition) or behavioral (e.g., keystroke dynamics (Shanmugapriya and Padmavathi, 2009),
gait, or hand motion). Since users’ signatures are (largely) unique and characteristic of
their hand and arm motion (cf., paper-based or 2D touchscreen signatures), magnetic ges-
tural authentication falls under a biometric behavioral scheme.

While physiological biometric methods provide a high level of security given that they
are based on an individual’s unique biological markers, they typically involve costly hard-
ware, and even then are not completely risk free (cf., the review by Faundez-Zanuy (2004)
on the vulnerability of biometric security systems, or a specific instance applied to attacking
fingerprint-based authentication (Uludag and Jain, 2004)). Likewise, in a typical password
authentication scheme that involves alphanumeric passwords, dictionary attacks (Morris
and Thompson, 1979) can easily succeed, especially since people are used to choosing
easy to recall passwords. Indeed, in a case study of 14,000 UNIX passwords, searching
from a dictionary of merely 3x106 words revealed almost 25% of the passwords (Klein,
1990). Preventing dictionary attacks for many techniques leads to either heavy computa-
tional load (Lin et al., 2001) or user requirements that reduce overall system acceptance
by users. Other techniques, such as adopting strong password policies (Computer Secu-
rity Center U.S., 1986), graphical passwords (Biddle et al., 2012), or designing cognitive
games (Roth et al., 2004) again illustrate the classic trade-off between usability and security
of user authentication methods (Tari et al., 2006).

A suitable alternative for dealing with shoulder surfing attacks include gaze-based au-
thentication schemes (Kumar et al., 2007) and iris recognition (Daugman, 2004), however
these methods pose their own challenges. In the case of gaze-based authentication, it is dif-
ficult for users to select a secure password. While users’ recall strategies can be augmented
by different cognitive mechanisms such as cued-recall (Bulling et al., 2012), this provides
further processing costs on the user. Iris recognition, on the other hand, can be vulnera-
ble to attacks that mimic the vitality of the iris or live tissue verification (Prabhakar et al.,
2003). Likewise with fingerprint-based authentication schemes, where research has shown
that such systems are vulnerable to attacks using artificial ‘gummy’ fingers made of molds
where the live finger was pressed (Tari et al., 2006). The foregoing studies highlight the
high tension between different user authentication methods that are both secure and usable.

7.4 Magnetic Gestural Authentication Framework

The idea behind our magnetic gestural authentication framework is to use the embedded
magnetic sensor (or magnetometer) of a smartphone as a means of authenticating users.
A piece of magnet when moved close enough to a smartphone can influence the compass
sensor. A typical magnetic sensor contains a 3D Hall effect sensor that registers the strength
of the magnetic field along different dimensions. A Hall effect sensor produces a voltage
(Hall potential VH) proportional to the magnetic flux density (B in Tesla), due in par to this
so-called Hall effect. The output from the sensor is provided in the x, y, and z coordinates
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of the smartphone. This output can have different ranges depending on the device (e.g., the
iPhone 4 R© has a value range between 128 µT). Sliding a magnet around the device changes
the original magnetic field around the device. The temporal pattern of such an influence
is registered by the compass sensor, and can be interpreted as a gestural command using
appropriate machine learning algorithms.

A time derivative function is applied to the sensor readings in order to highlight
changes in the pattern of magnetic field, and remove effects of earth’s magnetic field (which
is almost constant). The sequence of vectors is divided into overlapping windows for ges-
ture recognition. In order to match templates, we adapt a template matching algorithm
called multi-dimensional Dynamic Time Warping (DTW) (ten Holt et al., 2007) to analyze
different 3D magnetic signatures. DTW is suitable for measuring similarities between two
signal sequences that may vary in time or speed, and can operate with a limited number of
templates and still achieve very accurate results. Getting useful information from the mag-
netic sensor here is not only algorithmically simpler than implementing computer vision
techniques, but this approach also does not suffer from illumination variation and occlu-
sion problems. In other words, it does not require direct line of sight into the camera, which
enables covering the whole 360◦ space around the device for interaction.

Figure 7.1: An illustration of a user defining a magnetic air signature.

Whenever a user performs a new signature around the device (illustrated in Fig. E.10
on a iPhone 3GS R©), the compass sensor registers the temporal patterns of magnetic field
along its three axes. Then, DTW is used to compare this multi-dimensional time series
signal with pre-recorded templates of the user’s signature for authentication. If the distance
of a new input gesture with respect to the prerecorded signature is less than some thresh-
old, the person is considered as a legitimate user and granted access to a smartphone or
protected device. In the tested prototype (described in Section 7.5.1), in order to define
an authentication gesture or magnetic signature, the user arbitrarily moves an appropriate
permanent magnet (e.g., a magnetic token/stylus or a magnet in a finger ring) around the
device along 3D trajectories.

7.5 Usability Study

7.5.1 Study Design
To investigate the potential of this magnetic gestural authentication system, we designed
a controlled study to collect unique signatures from participants and to test the usability
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(a) Foam mobile
device model

(b) Magnet form factor

Figure 7.2: (a) The foam mobile device mockup with embedded SHAKE sensor box used for record-
ing signatures (b) the magnet used for making a gestural signature, with one pole labelled to ensure
correct signature reproduction.

and user experience of this authentication method. A controlled laboratory study was suit-
able in this case as it parallels real-world situations of user authentication (e.g., unlocking
a mobile device or laptop in one’s own room, or verification at an ATM in an enclosed
space). Additionally, it allows drawing rich user insights and concept validation with-
out the unpredictability of field testing. We adopted a mixed-methods approach that was
largely qualitative and based on user insights, in order to test how practical this method
would be if it were to be adopted and integrated in the lives of users (Dourish et al., 2004).
The collected signatures here were used as material for the shoulder surfing attack scenario
(described in the Security Study). Given these design decisions of collecting participant
signatures and testing the usability of the method, we set up a single factor experimen-
tal design where participants were required to make a unique gestural signature, and later
recall this signature.

Apparatus

For recording signatures, we used our magnetic gestural authentication prototype. To ob-
tain precise magnetometer signal information, the SHAKE SK6 (Hughes, 2006) sensor
was used instead of an iPhone 3GS/4 R©. The SHAKE sensor is able to sense magnetic
fields from proximate magnetic material and transmit the data to a PC over a Bluetooth
connection. We used an authentication software on the PC to capture the magnetometer
signals. The SHAKE sensor however has a small form factor (almost the size of a match-
box), which might influence how participants viewed this interaction method. To ensure
that there was no such influence, the SHAKE sensor was embedded in a foam model (shown
in Fig. 7.2(a)) that replicated the height (115 mm) and width (59 mm) dimensions of an
iPhone 4 R©, however kept the thickness of the SHAKE sensor box (∼15 mm). To perform
magnetic gestural signatures, participants were provided with a bar-shaped magnet (∼5cm
height, ∼0.5cm width) with one magnetic pole marked (shown in Fig. 7.2(b)).
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Defining & Recalling Gestural Signatures

For defining a signature, participants held the foam device model in one hand, and the
magnet in the other hand with the marked end always facing upward (to ensure consistency
across recorded templates). All users used the same magnet to define the signatures. To
ensure that the recorded signature was unique, they were allowed to practice performing
this signature as long as they wanted. There was no limitation on the shape or length of
the signature, nor on whether they used one or two hands to perform the signature, so long
as the magnetometer was able to detect the interaction. Once they were done practicing,
they could then record this signature using the authentication software. To ensure that the
recorded signatures for participants were consistent, they had to record their signature five
times, resulting in five signature templates. The average distance between the five templates
(Signd) was used as the target template for attacks in the security study. To collect video
evidence of the performed signatures for later use in the shoulder surfing attack scenario,
participants were recorded from four different angles (front, left, right, rear) while they
performed their initial signature.

Once participants recorded their signature, they had to fill in questionnaires prompting
them about the usability and user experience of this security method. In order to assess
whether they could correctly recall their own signature, they were asked to perform the
same signature again after filling in the questionnaires. For the recall signature, participants
had three chances to perform the correct signature, resulting in three signature templates.
They were however not given feedback (discussed in Section 7.8) as to whether or not they
performed the recalled signature correctly, as signal comparisons were done offline. To
ensure that the recall scenario was natural, participants were not instructed that they would
have to recall the signature they performed, as it would have risked excessively deliberate
efforts to memorize the exact signature gesture movement. The lag period between the
original signature and the recall signature lasted between 7-10 min (depending on how fast
a participant filled out the forms).

Measuring Usability & User Experience

Aside from collecting signal data, to measure the usability and user experience (our de-
pendent variables) of interaction using the magnetic gestural authentication system, seven
data sources were collected: a) signing duration of original and recall signature templates
b) System Usability Scale (SUS) (Brooke, 1996) responses c) NASA-TLX questionnaire
(Hart and Wickens, 1990) responses d) System Trust Scale (STS) (Jian et al., 2000) re-
sponses e) Likert-scale questions about participants’ attitudes toward using magnetic ges-
tural signatures as an authentication scheme f) video recordings of participants’ signatures
from four angles g) post-experiment interviews, to get direct user feedback on this authen-
tication method.

Durations of signatures and recalled signatures were measured as they provide knowl-
edge into how long a given signature takes in comparison to existing security methods (e.g.,
PIN or graphical passwords), as well as provide validation whether original signatures dif-
fer from recalled signatures, and from attempted forgery attacks. We administered the SUS
(10-item questionnaire on a 5-point Likert scale) to gain insight into the ease of use, ef-
ficiency, and satisfaction of this authentication system. The SUS has been shown to be a
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robust and reliable tool for measuring perceived usability of interactive systems, where a
score of 70 and above indicates an acceptable score (Bangor et al., 2008). We gave par-
ticipants the NASA-TLX questionnaire (Hart and Wickens, 1990) to assess their perceived
subjective workload quantitatively ([0,20] response range) through the index’s constituent
categories: Mental Workload, Physical Workload, Time Pressure, Effort Expended, Perfor-
mance Level Achieved and Frustration Experienced. Subjective Workload was calculated
as follows: (Mental + Physical + Time + Frustration + (20 - Performance Level)) / 5).
The STS was given to gain insight into whether participants trusted or distrusted this au-
thentication system. Finally, Likert-scale questions (Cronbach’s α=.78) and post-session
interviews were given to gain additional insight into how participants perceived the mag-
netic gestural authentication method.

Participants

20 participants (14 male, 6 female) aged between 20-38 (Mage= 29.7; SDage= 5) were
recruited. Our participant sample spanned 13 different nationalities, where most were right-
handed (18/20). Half (10/20) had a technical background, and more than half (13/20) were
familiar with gaming consoles that use some form of gesture recognition technology (e.g.,
Nintendo Wii c© or Microsoft Kinect c©). Nearly half (8/20) use some form of security
scheme to secure their mobile device or laptop, where 4-digit PIN passwords were the
most common. However, all were familiar with password and PIN-based security schemes.

Setup & Procedure

The study was carried out at the usability lab at Telekom Innovation Laboratories (Berlin,
Germany). Each session took between 45-60 min. Participants were tested in pairs, where
each was provided with a foam model with embedded SHAKE sensor and a pole labeled
magnet (shown in Fig. 7.2). Participants were guided by two experimenters. They were
seated at opposite ends of a table. Webcams captured the front and side angles of their ges-
ture interaction space, and a tripod-mounted camera was mounted behind them to capture
the rear angle (see illustration in Fig. 7.3). Recorded video streams were all synchronized
using EvoCam 4 c©. They were allowed to define their own interaction space (within the
cameras’ angle views) to ensure their comfort during the session. At the start of the session,
each participant filled a background information form, signed an informed consent form,
and read through instructions for performing the task. Before starting, they were given a
quick tutorial and demo on how to hold the magnet and foam-based sensor, and how to
record a signature. To record a signature, they had to press and hold the button on the
SHAKE sensor (see Fig. 7.2(a)), where the LED turns blue when the button is held. To
stop recording, the button had to be released.

After the tutorial, participants would record five signature templates. After recording
their signature, they were asked to fill in the SUS, NASA-TLX, STS, and the Likert-scale
questionnaire. Afterwards, they were asked to reproduce their original signatures, and
record those recalled signatures three times. Once they finished recording their recalled
signature templates, they were briefly interviewed about their experiences (∼10 min.) of
the experimental session and the magnetic gestural authentication system. Finally, they
were thanked for participating, signed a receipt form, and offered a monetary reward for
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Figure 7.3: An illustration of the standard laboratory setup for collecting signature data from par-
ticipants. Note: in the actual setup, two participants were tested per session.

participating.

7.6 Security Study

7.6.1 Study Design

Video-based Shoulder Surfing Attacks

To investigate the security of the magnetic gestural authentication method, we built on
previous work (Sahami Shirazi et al., 2012) and designed a follow-up controlled experiment
to assess the vulnerability of this method against video-based shoulder surfing attacks.
Under this scenario, we assume the worst case scenario where the adversary has full access
to HD video evidence of the different angles of performed signatures. Since 2D cameras are
widely available to attackers, these were used instead of depth cameras (e.g., Kinect c©). To
ensure that the adversary has sufficient information on the performed gestural signatures,
the video recordings of signatures from the usability study were provided to attackers to
try and forge the targeted signatures. These videos captured defined signatures from four
different angles: front, left, right, rear. To make this scenario realistic, we put a restriction
on the number of security attacks, where an adversary was allowed only a total of three
attempts. It should be noted that our study is based on adversarial attacks of average,
everyday persons, and not skilled forgers.
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Measuring Security

As in ink-based 2D signatures, some signatures are easier to forge than others (e.g., few
strokes or clear letters of a person’s name). If our gestural authentication method is to pro-
vide security across all signature types, then it has to be secure enough against both easy
and difficult signatures, and against a variation in signature styles (e.g., using one or two
hands for performing a signature). Therefore, we decided to additionally test the vulner-
ability of this method when videos for attack showed both easy and difficult signatures,
and signatures that used one or two hands to perform. To determine which signatures from
the usability study were easy or difficult, two independent coders were recruited and asked
to make a checklist amongst the resulting (post data cleaning) 15 signatures (see Section
7.7.1) made and to determine which are easy and difficult. The easy and difficult signatures
were varied amongst those with a variety of styles (such as using one or two hands to per-
form). Their lists were subsequently cross-checked, and matching candidates for easy and
difficult signatures were nominated. The experimenter then selected two easy signatures
and two difficult signatures for forgers to target in this study.

Figure 7.4: Participant using paper aids for targeting a signature.

The foregoing design decisions led to a within-subject factorial (2 x 1) design, where
all participants had to forge gestural signatures, and signature difficulty (2 levels: easy
vs. difficult) was a within-subjects factor. Participant assignment was randomized, and
order of presented videos was counterbalanced. As in the usability study, participants were
given a short training and all relevant hints for forging, such as grasping the foam SHAKE
device with the correct position and orientation and how the magnet was held (marker
on magnet always up). The four videos (corresponding to different view angles of each
signature) recorded in the usability study were shown to each participant, who were then
asked to forge the targeted signatures. Participants used the same foam SHAKE device and
magnet as the one used in the video. There was no restriction to the study duration, where
participants could watch the videos as many times as desired. Additionally, they could
speed/slow down the videos, as well as step through each frame individually. Aside from
being allowed to practice the signature motion as long as desired, they were also given a
notepad and pen to draw the gestured signature motion if they wanted (e.g., Fig. 7.4).

As in the usability study, duration of forged signatures were measured. This was done
to make duration comparisons between the original signature and mean forged signature
duration. After forging each signature, participants were given a short Likert-scale ques-
tionnaire (Cronbach’s α=.64) that asked about their experiences in forging that particular
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signature. Responses for each signature were recorded on the same questionnaire, taking
into account the counterbalancing of the presented videos for forgery. After all forgery at-
tempts were made, participants were given another short Likert-scale questionnaire (Cron-
bach’s α=.7) and an exit semi-structured interview to inquire about the difficulty in forging
signatures in general, the clarity of the videos and their video angle preferences, and what
their general attitudes are to this gestural authentication scheme.

Participants

20 participants (11 male, 9 female) aged between 20-34 (Mage= 27.1; SDage= 3.6) were re-
cruited. Participant sample spanned 10 different nationalities, where all were right-handed.
Nearly half (19/20) had a technical background, and half (10/20) were familiar with gam-
ing consoles that use some form of gesture recognition technology. More than half (13/20)
used some form of security scheme to secure their mobile device or laptop, where again
4-digit PIN passwords were the most common, and all were familiar with password and
PIN-based security schemes.

Setup & Procedure

The study was also carried out at the usability lab at Telekom Innovation Laboratories
(Berlin, Germany). Each session took around 60 min. Participants were again tested in
pairs, where each was provided with a foam model with embedded SHAKE sensor and
the same pole labeled magnet used in the usability study. Participants were guided by two
experimenters. They were seated at opposite ends of a table. Each participant was seated
in front of a PC, where they could inspect the video footage of the gestural signatures to
be forged. At start of the session, each participant filled a background information form,
signed an informed consent form, and read through instructions for performing the task.

Before each condition (easy or difficult signature), they were given a tutorial and in-
structed how to hold the magnet and foam-based sensor as was done in the usability study.
They had as long as they wanted to practice the signature. Once they were ready, they
were allowed to record three signature attacks. After recording the signatures, they were
asked to fill in a Likert-scale questionnaire, and were briefly interviewed about their expe-
riences (∼10 min.) of the experimental session and their forgery attempts. Finally, they
were thanked for participating, signed a receipt form, and offered a monetary reward for
participating.

7.7 Results

7.7.1 Security

Data Cleaning

To validate signature templates recorded by participants in the usability study for consis-
tency, a data cleaning procedure using 5-fold cross-validation was used. A cutoff point on
similarity between signature templates (Signt, t = {1,...,5}) was set. If the ratio was greater
than 1.5, then the signature data for that participant was considered inconsistent, and had
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to be rejected. If it was lower than 1.5, then the signature was shown to be consistent.
This cleaning process resulted in removal of data of five participants, leaving consistent
signature template data for 15 participants. For the security study, one participant did not
correctly record the forgery templates, and had to be excluded. This left data from 19
forgers to be considered.

Recall

As in 2D ink-based signatures, a person’s signature varies each time it is performed to
some degree. In order to define a 3D magnetic signature and check the repeatability, the
user is required to enter a signature template five times (Signt, t = {1,...,5}). Once the
user successfully registers his own personalized 3D signature, the system can be used. The
average DTW distance of all templates is then calculated and used as the main signature
(Signd). For each signature (Signt), a ratio was calculated by dividing by the main signature
(Ratiot = Signt/Signd).

To show whether a participant was able to recall his own signature, the recall distance
score (Recallt, t = {1,2,3}) for each signature was compared with the ratio of the main
signature (Ratiot). If the ratio value for a recalled signature was above this value, then it
can be shown that the participant was unable to recall his signature. To find the acceptable
threshold, we found the minimum and maximum thresholds for accepting a signature as a
participant’s own, in addition to the ratio across all participants. The lower the threshold (θ)
value, the higher the acceptance rate. For original signatures made, the thresholds across 15
participants for each recall attempt are shown in Fig. 7.5, with threshold values summarized
in Table 7.1. At θ̄ = 2, the percentage of successful login attempts is 84.4%. However, as
will be shown below (Section 7.7.1), this threshold value need not be this low to protect
against security attacks, while still allowing eligible logins.
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Figure 7.5: For login attempts across users (N = 15), with θ = 6.5, the percentage of successful
logins is 100% successful.
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t1 t2 t3 Range θ̄ SD

Recalled Signature 1.8 1.5 1.6 .7-3.6 1.6 .2

Table 7.1: Recall attempt thresholds (θ) and mean threshold θ̄ for recalled signatures (N = 15).

Forgery of Original Signatures

For forgery attempts, a similar procedure was applied to identify the corresponding ratio
of threshold values across trials. In order to forge a login, an attacker has three attempts
(Forget, t = {1,2,3}). For each attack attempt, Ratiot = Forget/Signd is calculated. If Ratiot

is smaller than a given threshold (θ), the forgery is successful. Despite that the first suc-
cessful attempt is enough to authenticate the forger, we take the average forgery threshold
value in our analysis. For attack of easy and difficult signatures, the thresholds across 19
participants for easy and difficult signature attacks are shown in Fig. 7.6. Threshold values
are summarized in Table 7.2.
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Figure 7.6: For easy and difficult signature attacks across forgers (N = 19), with θ = 2.4, the
percentage of successful attacks is less than 10%.

Based on these results, with θ = 2.4, the percentage of successful attacks on both
easy and difficult signatures is less than 10%. To evaluate the accuracy of authenticating
eligible users for these signatures, we compared the original main signature made by that
participant (Signd) with each recall attempt made (Recallt, t = {1,2,3}). For recall attempts
across 15 participants (Section 7.7.1), with θ̄ = 2.4, the percentage of successful logins is
86.7%. This shows that tuning the threshold value for signature recognition around 2.4
provides a good balance between false acceptance (allowing attackers to login) and true
acceptance (permitting eligible logins) in protecting against video-based shoulder-surfing
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Condition t1 t2 t3 Range θ̄ SD

Easy Signature1 Forgery 5.1 4.7 4.5 2.3-14.3 4.8 .3
Easy Signature1 Recall 3.4 1.2 2.5 2.4 1.1

Easy Signature2 Forgery 4.4 4.5 4.5 2.2-9 4.5 .06
Easy Signature2 Recall 2 1.7 1.6 1.8 .21

Difficult Signature1 Forgery 5 4.9 4.8 2.3-11.5 4.9 .1
Difficult Signature1 Recall 1.5 1.4 1.4 1.4 .1

Difficult Signature2 Forgery 3.6 3.9 3.9 1.4-12.5 3.8 .2
Difficult Signature2 Recall 1.5 .9 1 1.1 .3

Table 7.2: Attack and recall attempt thresholds (θ) and mean thresholds (θ̄) for recalled (N = 4) and
forged signatures (N = 19).

attacks. The average ratios for attacks and recall attempts across both easy and difficult
signatures are shown in Table 7.2.

ROC Analysis of Magnetic Signature Data

To gain further insight into the security of the gestural authentication method, we used
Equal Error Rate (EER) to measure accuracy. This is the rate at which False Acceptance
Rate (FAR) and False Rejection Rate (FRR) are equal. FAR is the probability that a non-
authorized person is identified and FRR is the probability that an authorized person is
not identified. We use this measure because typically the number of genuine cases in a
verification system are much smaller than the number of forgery cases. In this case, we
made use of all recalled signatures defined in the usability study, as well as forgeries made
in the security study. We have 15 (signers) x 3 (recall samples) = 45 cases for genuine
recall signatures, and 19 (forgers) x 3 (attack samples) x 4 (signatures) = 228 attacks. FAR
and FRR were calculated as follows:

FAR = # of verified forgery cases
# of forgery cases

FRR = # of rejected genuine cases
# of genuine cases

To calculate EER, for each threshold value (0-14.3) the corresponding FAR and FRR
were derived. The value of the point at which FAR and FRR are equal is the EER. As
shown in Table 7.3, the The EER is 13%, at threshold value of 2.4, which shows that the
magnetic gestural authentication system provides both security (even in high-risk situa-
tions), as well as usable access to users of the system. To plot the Receiver Operating
Characteristic (ROC) curve, the True Acceptance Rate (TAR) was calculated (100 - FRR).
All the (FAR,TAR) pairs were used to plot the ROC curve (shown in Fig. 7.7).

To further investigate whether the EER rate was an artifact of the 2-handed signatures,
which might have tipped the balance between having a strong signature and being able to
recall it easily, we removed those signatures from our analysis. In this case, we had 15
(signers) x 3 (recall samples) = 45 cases for genuine recall signatures, and 19 (forgers) x
3 (attack samples) x 2 (signature difficulty) = 114 attacks. The EER rate for these two
signatures drops to 4% at threshold value of 2.4 (Table 7.3), with the corresponding ROC
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curve (shown in Fig. 7.8). This highlights the need for users to consider making a strong
signature one the one hand, but one that is also easy to recall (discussed in Section 7.9).

Threshold EER (%)
All signatures 2.4 13

1-handed signatures 2.4 4

Table 7.3: Threshold and EER (%) for detection error rates.
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Figure 7.7: ROC curve for magnetic gestural authentication system.

Original & Forged Signature Duration

To further establish the difference between original signatures defined and forged signa-
tures, the mean duration of the attacks on easy and difficult signatures were compared with
the mean duration of the corresponding original signature. Means, standard deviations,
and one-sample t test statistics of easy and difficult signatures for both original and forged
signatures are summarized in Table 7.4. The one-sample t test (where the T value was set
as the original mean signature duration for each signature respectively) revealed no sig-
nificance differences for all but the second easy signature. This shows that attackers were
on average able to closely reproduce the duration of the attacked signatures, except for a
single signature. However as the forgery results (Section 7.7.1) showed, attackers were
largely unable to successfully break into the system.

7.7.2 Usability & User Experience

Gestural Signature Duration

To assess whether the durations of recalled signatures were similar to the original signatures
made, the mean duration of signatures were analyzed for the 20 participants in the usability
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Figure 7.8: ROC curve for magnetic gestural authentication system based on two (1-handed) signa-
tures only.

Signature Mean
Original SD

Mean
Forgery SD One-sample T-test

Easy1 3412 211 3253 557 t(18)= -1.2, p= .23
Easy2 2884 277 3782 708 t(18)= 5.5, p= .00

Difficult1 4417 497 4593 1574 t(18)= .5, p= .63
Difficult2 2475 527 3382 1235 t(18)= 3.2, p= .01

Table 7.4: Mean duration (m/s), standard deviations, and one-sample t test statistics of original
signatures based on 5 templates each and mean durations and standard deviations of forged signatures
based on 3 attacks across forgers (N=19).

study. Despite that for security analysis 5 participants were removed due to inconsistent
signature templates, here we chose to analyze the mean durations of defined and recalled
signatures for all participants. This was done to ensure that the duration analysis paralleled
real-world situations, where a signature may differ in shape and movement, but still comply
with the overall duration across different recorded templates. A paired-samples t-test was
run, however revealed no significant differences between mean durations of original and
recalled signatures. These findings are summarized in Table 7.5. This is in line with our
expectations, where signatures that belong to participants are not easily forgotten, at least
with respect to duration of the performed signature. To further assess the user experience
of this authentication method, participants in the exit questionnaire for the usability study
where asked whether they perceived magnetic gestural authentication to be a fast method
for user authentication. Participants were quite positive, stating that this is indeed a fast
method for authentication (Md=5.5, IQR=3-6).
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Signature M SD Paired-samples T-test
Original 3329 1379 t(39) = 2.1, p = .04
Recall 3143 1232

Table 7.5: Mean duration (m/s) of original 5 signature templates made by users (N=20) and later
recall duration (based on 3 templates) with paired-samples t test statistic.

System Usability Scale Responses

Measured SUS responses across participants (N=20) were calculated according to Brooke
(1996), and analyzed in terms of average score frequency distributions. Results are shown
in Fig. 7.9. Only few participants (6/20) gave a score greater than 70, which indicates
that the tested magnetic gestural authentication prototype is not yet ready for use in the
consumer market. This is not surprising, given that the system was still a prototype (in-
volving bulky and light foam models with embedded SHAKE sensors and a complicated
toolkit interface for recording gestures on a PC). Nevertheless, it does reveal that if this
kind of authentication system is to be perceived as usable, it will have to provide (as dis-
cussed in Section 7.9) for smoother interaction without burdening the user with the details
of template recording and allow for actual mobile devices to be used for recording magnetic
signals instead of foam models.

0	  

2	  

4	  

6	  

8	  

10	  

12	  

14	  

16	  

18	  

20	  

<=40	   41-‐50	   51-‐60	   61-‐70	   71-‐80	   81-‐90	   91-‐100	  

Fr
eq

ue
nc
y	  

Mean	  SUS	  Scores	  

System Usability Scale Scores!

Figure 7.9: Frequency distribution of mean System Usability Scale responses across participants
(N= 20) to the magnetic gestural authentication system.

NASA-TLX Responses

To investigate the overall subjective workload incurred on participants using the magnetic
gestural authentication system, the NASA-TLX questionnaire (Hart and Stavenland, 1988)
was administered after participants defined their original signature. Mean responses and
confidence intervals are shown in Fig. 7.10. From these results, it can be seen that the
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mean Subjective Workload is 6.7, which provides evidence that this authentication method
does not impose high subjective workload on participants. This provides additional support
to our hypothesis that magnetic gestural authentication provides a natural and fast method
of user authentication.
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Figure 7.10: Mean NASA-TLX workload responses [range 0-20] across participants (N= 20) to the
magnetic gestural authentication system. Capped error bars represent 95% confidence intervals.

System Trust Scale Responses

To investigate whether participants trusted the magnetic gestural authentication system they
interacted with, we administered the System Trust Scale (Jian et al., 2000) after participants
defined their signature. Participant responses were split into separate categories for trust
and distrust of the system, where responses on both categories followed a normal distribu-
tion (Shapiro-Wilk test for Trust (t(20) = .97; p = .80) and Distrust (t(20) = .97, p = .82)). A
paired-samples t-test was conducted to assess the differences in mean scores between per-
ceived trust and distrust, however no significant differences were found. Means, standard
deviations, and paired-samples t-test statistic are shown in Table 7.6.

Analyzing the responses in terms of number of participants who trusted the system
versus those who distrusted the system, we found that half of participants (10/20) trusted
the system. As is common with novel user authentication schemes (cf., Ben-Asher et al.
(2011), it takes time as well evidence for an authentication system to gain the trust of users.
In our case, it seems that only half of our participant sample trusted the system. This makes
it difficult to state clearly at this early stage of the system whether participants would truly
trust the system in the future, however our security results suggest that if participants were
informed about the actual security of the system, an increase in system trust over time
seems likely.
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STS Category M SD Paired-samples T-test
Trust 3.9 1 t(19) = .5, p = .15

Distrust 3.4 .7

Table 7.6: Means, standard deviations, and paired-samples t-test statistics for Trust and Distrust
categories of the System trust Scale responses across participants (N=20) to the magnetic gestural
authentication system.

7.7.3 Users’ Subjective Feedback

Overall Gestural Authentication System Acceptance

To assess the overall acceptance of the proposed magnetic gestural authentication system,
users’ subjective feedback was gathered via Likert-scale questionnaire responses and inter-
view responses. This data was collected for both participants in the usability study (N=20)
and the security study (N=20).

Usability Study Participant Responses
For the usability study, when asked whether they would use this gestural authenti-

cation method on a daily basis (e.g., to unlock their smartphone), participants found this
method to be quite suitable for daily use (Md=5, IQR=3-6). When asked whether this
method was secure enough for their devices, participants responded positively (Md=4,
IQR=3-5.25). However, when asked whether this gestural authentication method was better
than PINs or passwords, participants did not think so (Md=2.5, IQR=2-5.25). With respect
to whether they found the defined air signatures easy to recall, participants were confident
that these signatures are easy to recall (Md=6, IQR=4.75-7). When asked whether making
air signatures caused them any fatigue, participants did not find these air signatures tiring
(Md=5.5, IQR=3-6.25). Together, these questionnaire responses highlight that while the
magnetic gestural authentication system is usable, and is perceived as an adequate scheme
to secure devices, it is still perceived as less secure than traditional security methods such
as PINs and passwords.

After participants completed the usability study, they were asked for their own subjec-
tive feedback concerning the presented gestural authentication system. When asked about
their overall impression concerning security access using magnet-based air signatures, very
few participants were positive (3/20), nearly half were not sure (9/20), with the remaining
participants negative about the security such a system provides (8/20). Amongst those who
were positive, one participant brought up the point that one needs to recall only one sig-
nature, akin to having one handwritten signature associated with one’s bank account (P7:
“It’s secure because normally a person uses only one signature, for example in the bank
for your bank account. Yes, I find it secure.”).

Amongst those who were not sure about the system, they raised valid concerns, includ-
ing whether or not the system would be able to recognize their own signature later if they
forgot it (P3: “Sometimes I wasn’t sure what I was writing, so if it is to replace passwords,
I wonder whether my device can recognize my own signature.”), whether performing their
signature in a public place is safe (P14: “My problem is, if someone is looking at you, and
your signature is not complex enough, and you do it in public, then someone can steal it.”),
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whereas others stated they need study results to determine whether this method is secure
enough (P15: “I’d have to wait and see study results to see how secure it was.”). With
respect to the first concern, performing air signatures is not very different than performing
a handwritten ink-based signature, where with sufficient practice (and recorded signature
templates), the system would be able to recognize their signature. Concerning the second
main concern raised, the performed signature gesture would have to be small and perhaps
performed just slightly above the palm of one’s hand or the smartphone so as to provide
cover from others who might be watching. This point will be elaborated on in the discus-
sion (Section 7.8). For the last concern raised, it is not surprising that people need strong
evidence about the security of a given authentication scheme before trusting it (which is
where the present work fares into), especially given the already widespread adoption of
password and PIN-based authentication methods (which have a low bar of acceptance due
to their ease of use).

Participants who were negative about this authentication system shared similar con-
cerns to those were unsure, including the fear that they may forget their own signatures
(P8: “I think I wouldn’t be able to get into my own phone again, because I would forget
it.”) but also the belief that PINs and passwords are already secure enough (P5: “I would
still prefer to use PIN combinations, because I think it is secure enough already.”). For the
latter concern, it appears that this notion that PINs and passwords are secure enough stems
from the ubiquity of this authentication scheme, however as mentioned before (see Section
7.3.1), this is not only a misconception (Morris and Thompson, 1979), but also is contrary
to the findings by (Ben-Asher et al., 2011) who found that participants generally do not
perceive PIN-based entry methods to be a secure method of mobile authentication.

Security Study Participant Responses
In the security study, when asked whether gestural magnetic signatures provided strong

security for their devices, participants were again positive about this authentication method
(Md=5, IQR=4-6). In the post-session interviews, participants were again asked about their
overall impression concerning security access using magnet-based air signatures. By con-
trast to the usability study, here most participants (14/20) found this method to be secure,
a few (4/20) who were unsure, and the remaining (2/20) negative about this authentication
method. The high discrepancy between the responses in this study likely stems from the
fact that in the security study, participants were asked to forge other people’s signatures,
which was apparently a difficult task.

Those who had an overall positive impression found this to be a secure method despite
knowing that someone may have full video access to the signature under attack (P1: “I
think it provides good security, if you do something really difficult, then it is secure. Even if
you record it, it is still secure.”). At the same time, the issue of security can also depend on
which device one uses this authentication scheme for, and how many other additional layers
of security there are besides air signatures (P3: “For a business setting, like my business
phone, it is fine. For ATMs, I’m not sure, but if research says it is quite secure, then okay.
Probably a good idea to have it besides the PIN.”). From those few that were negative, the
main reason was a general distrust of this kind of system and the nature of the interaction
method, where the performed signature may take too long to perform (P8: “I don’t like the
system. I think it is very useless. Lots of time to do this.”).

The positive impressions given by participants in this study notwithstanding, partici-
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pant responses were not as positive when asked directly whether they thought this authen-
tication method is more secure than established methods like PINs and (graphical) pass-
words. Here, less than half of participants (6/20) found magnetic gestural authentication
more secure, a few (4/20) stated clearly that it is less secure, where the rest (10/20) stated
either that the security level was the same or were unsure (P5: “I’m generally skeptical
to new things, probably just as safe or unsafe as the paper signatures.”). Finally, those
participants were asked whether they themselves would use this authentication method in
their everyday lives (for both smartphone access and ATMs) if this method was shown to be
secure. Here, less than half (7/20) stated they would in general (P4: “If it was safe enough,
I would use it. I like the idea, I like the concept.”), a few (4/20) said they would not (P10:
“For myself, I don’t think so. At this point, no. Maybe if I tried to do my own elaborated
signature, then maybe yeah.”), and the rest (9/20) stated they would use this method how-
ever it is contingent on which device they are using this security protocol for (P2: “Not
for daily use. But for ATMs, I would use it.”; P9: “For a mobile yes. But not for my bank
account.”). The latter statements concerning using this method depending on what device
the authentication scheme is used for highlights the usability and security tradeoff, where
as stated earlier, participants find entering a 4-digit PIN easier and quicker than performing
a signature in the air, but at the cost of breakable security.

Perceived Forgery Difficulty

In the security study, participants were given several Likert-scale questions concerning the
difficulty of forging air signatures and using this authentication method. In general, par-
ticipants found forging any air signature to be difficult (Md=5, IQR=2-3.25) and certainly
more difficult to forge than handwritten wet ink-based signatures. With respect to the dif-
ferent signatures tested, participants found it difficult to forge the easy signature (Md=4,
IQR=3-4.25) and very difficult to forge the difficult signature (Md=6, IQR=6-7). Partici-
pants also agreed that both forging easy signatures (Md=4.5, IQR=4-6) and difficult signa-
tures (Md=6, IQR=3-6) were more difficult to forge than forging handwritten signatures.

With respect to the difficulty of following hand movements of users performing a
signature in the videos, participants were neutral concerning the easy signatures (Md=3,
IQR=2-4) but found it very difficult to follow hand movements of the difficult signatures
being performed (Md=6.5, IQR=4.75-7). While these results provide strong evidence con-
cerning the level of perceived forgery difficulty, the vulnerability of a given signature does
depend on how simple a given signature is (P6: “Depends if the movements are compli-
cated, then it is very difficult to forge it.”). To gain insight into which video angles were
most helpful for participants in their forgery attempts, the back (posterior) view was men-
tioned to be most helpful (17x), followed by the frontal (anterior) view (9x), the left (3x)
and right view (2x).

Gesturing Using Magnets

To investigate how participants in the usability study perceived the gestural interaction af-
forded by using magnets, they were asked about their attitudes towards gesturing using a
magnet, carrying a magnet, and paying for a personal magnet. Participants found the ges-
tural interaction using magnets to be intuitive (Md=4, IQR=3-5), which lends support that
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this form of interaction is easy to learn and use (P2: “For me, it’s very intuitive, I think it is
very easy to learn and use.”). Nevertheless, one concern raised was fine motor coordination
in certain situations such as when a person is intoxicated (P16: “I found the magnets very
easy to use. Only thing I worry about is how well it would work if you’re drunk, that could
be an issue. Just your coordination, goes out the window when you’re drunk.”). This is
a valid concern, and indeed unlike a PIN code or password where the code can be stored
away as a backup plan for such situations, authentication using magnetic signatures re-
quires a replication of a predefined level of human motor performance. Nevertheless, with
sufficient practice of one’s signature, this problem may be alleviated. Such cases however
do point back to the finding raised earlier (see Section 7.7.3) that there should always be a
backup plan in case one forgets his own signature (discussed in Section 7.9).

When the usability study participants were asked about whether they would be willing
to carry a magnet with them, responses were in general positive (Md=3.5, IQR=2-6), how-
ever with clear exceptions expressed by some participants (e.g., P17: “It was alright [the
experiment session], but I wouldn’t carry a magnet with me.”). When participants were
asked whether they would be willing to pay for a good magnet to ensure that authentication
proceeds smoothly (i.e., without any potential weak signals resulting from a poor choice
of magnet), participant responses were neutral (Md=3, IQR=2-6). This is not unexpected,
as it does bring to question why participants would pay for an additional accessory when
existing security methods such as PINs and passwords do not require them. However, this
same question was posed to participants in the security study, and their responses were
slightly more positive concerning paying for a magnet (Md=3.5, IQR=2.75-5.25). This
difference might reflect the fact that participants faced with the forgery situation came to
appreciate that they were provided with the very same magnet that the attacked users in the
video were using. In such a case, paying for a personalized magnet would indeed provide
an additional layer of security. In other words, just as one pays for an extra pair of house
keys that one carries around, likewise can be said of magnets for security access. This issue
will be elaborated on below (Section 7.7.3).

Form Factors

Magnet Form Factor: Given that the proposed authentication method requires making use
of 3D gestures to perform a signature, we expected the form factor of both the magnet
and the SHAKE foam model to have an influence on users’ preferences and attitudes to-
wards acceptance of this mode of interaction. To investigate this, participants were asked
about whether they faced any difficulties performing the signature gestures, and whether
the SHAKE foam model was a well designed probe into the everyday use of this method.

Participants had no problems at all performing the gestures for their defined signatures
(Md=6, IQR=4.75-7), however their level of comfort in performing them was borderline
acceptable (Md=3.5, IQR=2-6). A few participants mentioned explicitly that they did not
like the bar-shaped magnet, because it was too small and can easily slip from the fingers
(P10: “Well, I like the experiment. But the magnet is quite uncomfortable to hold, it was
quite slippery. If it were more ergonomic, and had a different shape, then it would be good.
Definitely better than entering a password.”). Additionally, while others had a problem
with the size and thickness of the magnet (P9: “I was not too comfortable with the magnet
and device, because magnet was too thick. I prefer paper based, because it is finer, the
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shape is finer.”), still others requested a bigger sized magnet (P11: “Also you need a bigger
magnet. If it is more like a pen, would feel more natural.”).

These forgoing concerns raise the importance of ensuring an optimal balance between
the usability of a given tool (such as a magnet) with a particular form factor and its er-
gonomic design to ensure comfort in performing air signatures. Additionally, this brings
up the issue whether users should in fact be provided with a personalized magnet to ensure
greater security (e.g., P5: “If you have a personalized magnet, then it would be quite se-
cure.”). However, if users are provided with a personalized magnet, then the risk of losing
this magnet would require additional effort from the user to regain the exact same method,
where an additional protocol to allow this has to be implemented (e.g., by banks or smart-
phone and laptop manufacturers).

SHAKE Foam Model Form Factor
To gain insight into how the participants in the usability study found the form factor of

the SHAKE foam model, we explicitly asked participants about this in the exit interview.
More than half (13/20) of participants found the designed foam model acceptable as a probe
into the actual use of this authentication method (P5: “The foam model was realistic. At
one point I imagined it would be a smartphone.”), while the rest (7/20) found it too bulky
and/or too light (P12: “Maybe it was a little too big. It was also too light.”). Also, one
participant mentioned explicitly that he did not like the button on the SHAKE sensor (P11:
“I guess it is okay, but I didn’t like the button, too pointy.”).

While the height and width factor of the SHAKE model was designed with the same
dimensions as an iPhone 4 R©, the thickness (depth) of the model was dictated by the thick-
ness of the SHAKE sensor used. Nevertheless, even those participants who found it too
thick or too light conceded that they served as believable surrogates for smartphones (P9:
“Shape is too big, it is long and thick. But it was fine.”), which meant that we did have
external validity, given the prototype stage this authentication system is currently at.

Social Acceptability

The aim of an authentication system is to allow users access to the secured system or
device, at any place or time. However, for the proposed gestural authentication system,
there is a performative aspect where making gestures in public spaces may bring to question
social acceptability issues in performing 3D signatures in the air while out in public. To
gain an idea of how the users in the usability study perceived such situations, they were
asked whether they would feel awkward performing air signatures in public places (e.g.,
supermarket, mall, etc.). While participants found this mode of interaction to be very
socially acceptable (Md=5.5, IQR=3-6), this may boil down to individual differences (e.g.,
P16: “I think it can be kind of embarrassing if you stand in front of ATMs and write your
signature in the air.”).

Moreover, as was shown in previous work (Rico and Brewster, 2010), the willingness
to perform a given gesture in public places depends on both the given context and which
gesture is being performed. Also, if a given signature gesture is not recognized, and the
user has to repeat it, this may also cause reluctance in performing the gesture in a public
setting (El Ali et al., 2012). These social acceptability results, which were obtained through
a controlled setting (discussed in Section 7.8), provide an early indication that the social
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performative aspect of magnetic gestural authentication would have to be further researched
longitudinally if a system based on gestural interaction is to be adopted for cultural and
commercial use.

7.8 Discussion

There are four potential limitations to the present study. First, in the current magnetic ges-
tural authentication prototype, participants were not given feedback on their performance
when both defining their own signature, recalling their own signature, or upon attempted
forgery attacks. This was due to the way the data was analyzed, where the magnetometer
signal data was processed offline. This limitation was raised by one participant in the se-
curity study (P4: “I mean it is hard to tell about my performance, because I don’t know if
I made it. No feedback, no percentage of success.”).

Indeed, in a real system, the difference between a performed signature and the recorded
templates this signature should match would be visualized to the user in some representa-
tion (e.g., a percentage bar indicating a confidence score of how similar the performed
signature was to the original). However, if one considers established methods of authenti-
cation such as PINs or passwords, then users of these authentication schemes are likewise
not given feedback on their accuracy of an entered PIN or password. An exception to this
are paper-based handwritten signatures, where for example in some situations, the employ-
ees at a person’s bank may choose to disclose that person’s original signature and ask him
to prove that he is able to perform that very same signature again in front of them. Since
showing the person’s signature is not an option in the case of the proposed authentication
system (due to security issues), a visualization of the difference between the performed and
original signature would appear to be the most effective method to handle feedback on user
performance.

Second, in the usability study, while we investigated the performance of participants
to recall their own defined signature, we have only tested short term memory recall (Tulv-
ing, 2002, 1993). As has been shown in the cognitive sciences, there are different kinds of
episodic memory, including working memory, short-term memory, and long-term memory
(Baddeley, 2003; Ericsson and Kintsch, 1995; Baddeley et al., 1974). To assess whether
this kind of authentication system can be used for longer periods of time, one would have
to investigate whether participants are able to recall their own signature across days, weeks,
and possibly months. While this kind of memory test for recall signatures is beyond the
scope of the current study, this issue was raised by participants who expressed doubts
whether they would be able to access their own device if they were to forget their own sig-
nature. In such situations, the recommendation to include a backup authentication scheme
(e.g., a security question or PIN) in case one forgets his own signature should be imple-
mented. This will be discussed further in Section 7.9.

Third, in this study, we did not make a direct security comparison between the pro-
posed gestural authentication system and other security methods such as PINs, passwords,
graphical passwords (Biddle et al., 2012), keystroke dynamics (Shanmugapriya and Pad-
mavathi, 2009; Monrose and Rubin, 2000), or touch movement dynamics (Sae-Bae et al.,
2012). While we did ask participants in the questionnaires and interviews whether they per-
ceived this method to be better or worse than established methods, the comparisons were
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limited to what participants were already familiar with (namely, PINs and passwords), and
not more advanced (gestural) security methods currently being developed and tested (e.g.,
behavioral biometric methods based on keystroke pattern dynamics (Shanmugapriya and
Padmavathi, 2009)). Nevertheless, in this study we demonstrated the security level that the
proposed system provides, as well as the usability issues associated with performing air
signatures using a magnet, which we believe provides a sufficient initial assessment of this
novel authentication method.

Fourth, while our goal was to investigate the usability and security tradeoff in magnetic
gestural authentication across all devices, the current stage of the prototype (in using the
SHAKE sensor) was geared towards smartphone security access. In other words, the design
of our study was restricted to form factors associated with mobile (smartphone) devices.
Nevertheless, we took care in our questionnaire and interview questions to ensure that
participants were able to identify that the tested authentication system is applicable to other
devices, including laptops, desktops, or ATMs.

7.9 Design Recommendations

In this chapter, our goal was to answer our research question of whether magnetic gestural
authentication is both a usable and secure method of authentication for different contexts
(e.g., daily use on mobile devices or for security access at bank institutions). In line with
our first hypothesis and previous work, our results showed that the gestural authentica-
tion system is indeed secure against visual-based forgery attacks. Additionally, our results
showed that this system also allows authentication of eligible users, especially when it
makes use of a person’s biometric signature (which may be transferred from wet ink-based
signatures). With respect to our second hypothesis, our usability results showed that this
method of authentication, in allowing for natural 3D gestures, provides a good user expe-
rience for participants (namely, low subjective workload, natural gestural interaction, easy
to recall biometric signatures). However, given the early stage of the tested authentication
prototype, a number of design considerations arose that can aid improving the usability, ac-
ceptance and eventual adoption of this kind of security system for personal and institutional
use:

1. Ensuring Transparency of Security Results: As is common in the introduction
of novel authentication systems (Weir et al., 2010), it will take time for users to
fully trust the system (cf., Section 7.7.3 & 7.7.2). In order to gain user trust and
acceptance, empirical data demonstrating the security of the system should be readily
available.

2. Best Practice Guidelines on Usable and Secure Signatures: While participants
mentioned that making these air signatures was quick, this does depend on the choice
of a given signature (cf., Section 7.7.3 & 7.7.3). Currently, there are no best prac-
tices for what constitutes a secure signature – however for this system (insofar as
the DTW algorithm is used to match signature templates), a long and complicated
signature is an indicator for how secure a signature is. In such cases, this may come
at the cost of speed of performing a signature (cf., speed accuracy tradeoff (Wick-
elgren, 1977)), which may negatively impact the usability of the system. Therefore,
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arriving at a minimum signature duration could help optimize the balance between
security and usability. Furthermore, given the drop from a 13% to 4% EER in our
ROC analysis when we factored two handed signatures out provides further evidence
on the tradeoff between a usable (specifically easy to recall) signature and a secure
signature. Finally, given participants’ concern about public stealing of their signa-
ture, guidelines on making a signature in a clandestine manner should be provided
(e.g., signing on the palm of one’s hand so as to provide cover from the prying eyes
of nearby strangers).

3. Improving Usability vs. Workload: While the usability scores on the SUS were
low, using the system did not incur high subjective workload for participants (cf.,
Section 7.7.2 & 7.7.2). As the proposed system is still in the prototype stage, it is
not surprising that the general usability of the system is low. Nevertheless, despite
this early stage of the system, our NASA-TLX workload results gave clear indica-
tions that performing air signatures does not provide high subjective workload, and
when additionally considering users’ subjective responses related to gesturing using
magnets (Section 7.7.3), this adds to the body of evidence that this authentication
scheme is a natural and easy to use authentication method. Therefore, usability of
the system, not subjective workload issues, should be addressed.

4. Complement Standard Authentication Methods: As was mentioned by some par-
ticipants, this kind of authentication method would strongly benefit (at least in the
earlier stages of use) to be used alongside standard methods (cf., Sections 7.7.3 &
7.7.3). This is to ensure that a backup plan is available in case one forgets his own
signature, in addition to providing an additional layer of security.

5. Designing for Form Factor: Form factors of the mobile device and magnet appear
to play an important role in adoption of this new security method (cf., Section 7.7.3).
While some participants found the shape and size of the magnet and foam model to
be acceptable, others did not. This raises the issue of whether personalized magnets,
in providing more security, should be provided.

6. Restricting Context of Use Can Facilitate Adoption: While gesturing using a mag-
net was perceived to be intuitive, users may not always want to carry a magnet around
(cf., Section 7.7.3). This can be solved by limiting the use cases and contexts of use
in which magnets are used (e.g., gestural authentication only for security access at
bank institutions), or embedding magnets in devices. Relatedly, standardized mag-
nets should perhaps be readily available for purchase, and personalized magnets (if
provided) should additionally be provided on demand by the service provider (e.g.,
mobile device manufacturer or bank institute).

7. Longitudinal Analysis Requirement For Social Acceptability: Our early social
acceptability results provide initial clues that this method of authentication may in-
deed be socially acceptable (cf., Section 7.7.3). However, to conclusively state this
would require further longitudinal research in users’ natural settings.
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7.10 Conclusions

In this chapter, we have presented a user authentication method based on magnetic ges-
tural interaction. In line with our hypothesis and prior work, our results showed that this
authentication method is secure against visual-based shoulder surfing attacks. With respect
to usability, participants found the authentication method to be quite natural, easy to re-
call biometric signatures, and providing overall low subjective workload. However, the
current stage of the system raised doubts about the general usability (as measured by the
SUS) and trust of the system. From these results, design considerations were derived that
should serve as a starting point if this kind of authentication method is to be accepted as
a standard authentication method on today’s smartphones, but also for ATMs and desk-
tops/laptops. Taken together, we hope that our findings have provided a solid overview of
the security and usability tradeoff in magnetic gestural authentication, and can guide future
authentication methods that draw on the natural gestural mode of interaction afforded by
(magnet-based) ADI.

The three chapters in Part II of this thesis showed that gestural input techniques, like
context-aware solutions, can contribute to making user interactions simpler and provide a
positive user experience across different domains; namely, task-independent, playfulness,
and user authentication. In the following chapter (Chapter 8), we provide a summary of
the research carried out in this thesis, discuss how this ties into minimal mobile HCI, and
provide future directions.
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Conclusions

This thesis set out to investigate the usability and user experience (UX) issues faced when
designing mobile interactions that require minimal visual attention from users when they
interact with smartphones, namely minimal mobile human computer interaction. The two
parts of this thesis address two main themes:

• Context aware solutions to improve usability and UX when users interact with smart-
phones (Part I)

• The usability and UX of using gestural input techniques alongside screen-based in-
teraction (Part II)

For achieving minimal mobile interaction using context-aware solutions (Part I), we in-
vestigated the usability and user experience issues associated with using location-aware
multimedia messaging (LMM Study and Playful LMM Study) and exploration-based route
planners (Route Planner Study) to support urban exploration and playfulness. For achiev-
ing minimal mobile interaction using gestural input techniques (Part II), we investigated
the usability and user experience issues associated with discrete mobile 3D gestural input
in a task-independent setting (Gesture Errors Study), and used 3D gestural interaction to
support playfulness (Playful Gestural Interaction Study) and user authentication (Gestural
Authentication Study). Below, we revisit the research questions we raised in Section 1.2.2,
and summarize the findings.

8.1 Summary

Context-aware solutions, drawing from context-aware computing research, have the goal of
making mobile devices sense, learn from, and adapt to the user and his/her changing con-
text. In addition, non-visual interaction techniques, drawing from multimodal interaction
research, allow users to interact with a system through non-visual means, such as gestures.
In both, the goal is to free users’ attentional resources. In this thesis, we show that both
approaches are suitable for designing and developing usable minimal mobile interactions.

8.1.1 Context-awareness
In Part I of this thesis, we began our investigation into minimal mobile interaction by first
focusing on the contextual factors associated with location-based media production and
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consumption (Chapter 2). This allowed us to understand the interaction issues users face in
an urban environment. We asked the following question:

RQ 1: How do users create and interact with urban location-based content,
and how should this impact the design of future Location-aware Multimedia
Messaging (LMM) systems?

To answer this, we conducted a pilot ethnographic study with participants using an
LMM system, and followed up with another longitudinal study using a multimodal di-
ary method (LMM Study). In the pilot study, while users positively perceived the LMM
prototype, they stated explicitly that they needed to spend more time with the system to
test its usefulness. In this followup multimodal diary study, we found that users were in-
deed willing to use a system that supports creating and consuming location-based content,
specifically to document their daily experiences. Upon analysis of the content they created,
we found that the most common tasks our users were interested in were reporting activities
(a form of citizen journalism using mobile devices (Kramer et al., 2008)) and expressing
appreciation over their surroundings, for primarily entertainment and aesthetic purposes.
This gave us data into how users, if they were to use such messaging systems, would use the
supported functionality. Our analysis, based on an episodic memory framework grounded
in Cognitive Science, provided us with insight into the contextual factors governing what,
where, how and why people create and consume location-based user generated content (see
Section 2.7). This provided the initial groundwork for the need of minimal mobile interac-
tions, given the high information load that is expected to be incurred on users when viewing
these messages in urban settings.

Looking more closely at the user interaction with our LMM prototype, we see that it
provided a suitable initial use case for investigating minimal mobile interaction. This was
because the multimedia messages users created were automatically anchored to the location
at which they were created. This allowed for a more restricted, but simpler, form of inter-
action with user generated multimedia content. Additionally, the Augmented Reality (AR)
presentation of messages made interaction easier for users. This was achieved through the
designed input techniques, which involved both touchscreen and gestural movement of the
smartphone to view messages. Together, the findings point to the importance of design-
ing systems that do not require heavy interaction from users. This allowed us to provide
concrete design recommendations (see Section 2.8) for the functionality and interaction
methods that future LMM systems should support. Additionally, it allowed us to arrive at
the concept of minimal mobile interaction, and how it can ease processing costs from users.

While we found that the ease of use of the LMM prototype was positively perceived by
users (particularly when in an urban setting where user attentional resources are limited),
our users also found the system too limited. The primary limitation for our users was that
using the system was no longer enjoyable and fun to play with after the initial phases of
interaction. Given that our users valued that this system should be more engaging and fun,
it posed a challenge: how our LMM prototype, with its designed minimal interaction, can
better support playful interactions among users. This lead to our second research question:

RQ 2: How can location-aware multimedia messaging (LMM) systems be
used to support playful urban interactions?
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Using LMM systems as a case study, we answered this question (in Chapter 3) by
presenting an analysis of how fun or playfulness can be studied and designed for in urban
environments (Playful LMM Study). Drawing on the findings of Chapter 2 and an envi-
sioned tourism-based scenario illustrating how LMM can be used (see Section 3.1), we
discussed in detail what playful experiences are and three problems that arise in realizing
the scenario:

1. How playful experiences can be inferred (the inference problem)

2. How interacting with the system can be motivated and maintained (the maintenance
problem)

3. How playful experiences can be measured (the measurement problem)

We responded to each of these problems by distilling three design considerations (see Sec-
tion 3.7) for playful, minimal mobile HCI:

1. User experiences can be approached as information-rich representations or as arising
from the interaction between a user and system

2. Incentive mechanisms can be mediators of fun and engagement under minimal mo-
bile interaction settings

3. Measuring experiences requires a balance in the choice of testing methodology

For playful experiences in mobile interaction, we provided guidelines that facilitate system
designers and developers in integrating playful elements into systems that may not be oth-
erwise initially designed to support playful interactions. In this sense, the experience we
gained in running multiple user studies investigating LMM systems that require minimal
interaction from users, has allowed us to identify the necessary ingredients for a system to
be playful for users. While we did not run another user test iteration on the LMM prototype,
we revisited some of these issues in Chapter 6.

While in the initial two studies (Chapters 2 and 3) we focused on the overall user
experience and elicited playfulness of multimedia messaging behavior at urban locations,
these studies also showed that urban interactions are connected across locations. To study
this (Chapter 4), we designed a system to allow pedestrians to explore a city’s different
locations (Route Planner Study). To maintain the requirement of designing minimal mobile
interactions, we wanted to additionally avoid burdening users in supplying lengthy user
preferences. In this chapter, we asked:

RQ 3: How can we automatically generate routes to support pedestrians in
exploring a city?

To fulfill the minimal mobile interaction requirement, we made use of a smartphone’s
context-aware capabilities (in this case, location sensing using GPS). To do this, we made
use of geotagged data provided by the photo sharing website Flickr.1 Geotagged photos
provided a unique window into city photographers’ experiences, under the assumption that

1http://www.flickr.com/; last retrieved: 01-08-2013
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there must have been something of interest for a photographer to take a photo at a given
location. By borrowing sequence alignment methods from bioinformatics, we designed,
built, and evaluated a simple context-aware city route planner to facilitate city residents
and visitors in exploring a city (where we used the city of Amsterdam, the Netherlands,
as a testbed for experimentation). Applying sequence alignment techniques on 5 years
of geotagged photos allowed us to create walkable city routes based on paths traversed
by multiple photographers (see Section 4.4). Understanding movement behavior of city
pedestrians allowed us to generate off-beat exploration-based routes. We believe our work
opens up opportunities for future data science researchers to make use of quick sequence
alignment methods for analyzing geotagged data, despite that the intended purpose of these
methods applies to a different domain (namely, aligning protein and DNA sequences). Fur-
thermore, our work adds to the body of methods (e.g., Hidden Markov Models) that can
account for the sequential character of human behavior, especially at a coarse level as is the
case with GPS coordinates.

To test whether our generated routes would be desired by users, we conducted a user
study with Amsterdam residents to compare our routes with the most efficient (i.e., short-
est distance between two locations) and popular route variations (where we defined popular
as the volume of geotagged activity at a location in a given a time period). We collected
experience questionnaire data, web survey responses, and user interviews. Our results
showed that our generated routes (which were based on aligning sequences of the locations
where photographers took photos at in a given time period) were perceived as indeed more
stimulating and more suitable for city exploration than the efficient and popular route vari-
ations. Moreover, while digital aids based on photographer paths can potentially aid city
exploration, we found that their acceptance in mainstream route planners depends on their
visualization. These results provided us with insights into which digital information aids
users would like to make use of when exploring a city (see Section 4.5.3), even under a
minimal mobile interaction setting that relies on a data-driven approach. In short, our user-
driven findings into what kinds of digital aids best support users’ city exploration needs can
be used to improve future digital information aids for city exploration.

We believe future researchers and designers can now consider a currently unused in-
formation type obtained from geotagged images to guide exploration-based route planning
in a city, namely, the number of city photographers that took a given route segment over
a certain time period. Furthermore, we show that it is possible to leverage social geo-
tagged data to cater for the hard problem of automatically generating exploration-based
route plans, and that these route plans are desired by users.

8.1.2 Gestural Input Techniques

In Part II of this thesis, we investigated how non-visual input techniques such as 3D gestural
input can aid minimal mobile interaction. We focused on the use of 3D gestural interaction
in three different domains: Task-independent (Chapter 5), Playfulness (Chapter 6), and
User Authentication (Chapter 7). Below, we revisit the research questions we posed for
each of these chapters.

We began our investigation by focusing on the usability and user experience issues
associated with 3D mobile gestural interaction when recognition errors occur. This was
necessary to establish whether users would be willing to adopt such minimal mobile in-
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teraction techniques even in the face of errors. In such situations, if a performed gesture
does not get recognized, this would become even more frustrating for users, forcing them
to switch back to standard touchscreen interactions (e.g., Karam and Schraefel (2005)).
Moreover, this would aid in identifying which gesture sets are most robust to recognition
errors. In Chapter 5, we posed the following question:

RQ 4: What are the effects of unrecognized 3D gestures on user experience,
and how do these affect the design of error-tolerant 3D gesture sets?

To answer this question, we ran a primarily qualitative study (Gesture Errors Study)
to investigate how two sets of iconic gestures, mimetic and alphabetic, that vary in famil-
iarity are affected under varying failed recognition error rates (0-20%, 20-40%, 40-60%).
For our investigation, we developed and used an automated Wizard-of-Oz method to em-
ulate 3D gesture recognition. As in Chapter 4, we made use of methods in a seemingly
different field and applied them to evaluate the usability and UX of 3D gestural interaction.
This allows interaction designers to quickly and easily test user frustration and tolerance
to gesture recognition errors. Moreover, given the low cost and rapid development of this
method, it provides a quick and cost effective means for mobile gesture designers to iden-
tify immediately which gesture sets provide the best user experience.

Drawing on experiment logs, video observations, participants feedback, and a subjec-
tive workload assessment questionnaire, our empirical results revealed two main findings
(see Section 5.7): first, mimetic gestures tend to evolve into diverse variations (within the
activities they mimic) under high error rates, while alphabet gestures tend to become more
rigid and structured. Second, mimetic gestures were tolerated (with respect to performance
duration and workload) under recognition error rates of up to 40%, while alphabet gestures
by contrast tend to increase in duration and incur significant overall workload with up to
only 20% error rates. These results show that while alphabet gestures are more robust to
recognition errors with respect to gestural performance (i.e., their signature), mimetic ges-
tures are more robust to recognition errors from a usability and user experience standpoint.
This makes mimetic gestures better suited for inclusion into small, handheld devices that
support 3D gestural interaction. While we have shown that mimetic gestures are better
tolerated by users under recognition errors than alphabet gestures during 3D gesture-based
interaction, our results also demonstrate the need to account for human factors when de-
signing novel interaction techniques. Specifically, to account for errors when interacting
with a system.

The findings in Chapter 5 provide support for using a minimal mobile interaction tech-
nique such as 3D gestural interaction. In our experimental setup, users were given feedback
on a desktop display after performing a gesture, making our results generalizable for mini-
mal mobile interaction, although not eyes-free interaction. Despite that users were willing
to tolerate up to 40% errors, we had so far focused on the usability issues of 3D gestural
interaction in a task-independent interaction. Looking at task-independent interaction was
necessary to avoid any potential confounds with other variables (e.g., urgency of a task)
that may influence gesture performance and preference. Given these promising findings,
we revisited how this form of interaction can be applied in an actual domain. Given the
problematic nature of supporting playful interactions discussed in Chapter 3, in our next
investigation (Chapter 6) we revisited the domain of playful mobile interactions. In this
next chapter, we asked:
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RQ 5: How can 3D gestural interaction be used to support playful music com-
position and gaming on smartphones?

To answer our question, we made use of a recent interaction techniques in HCI known
as magnet-based Around Device Interaction (ADI). This paradigm allows expanding the
interaction space on mobile devices to allow 3D gesture interaction using magnets around
the device. Since the interaction here is based on magnetic fields (which can pass through
the hand or clothes, and not depending on users line of sight), the space at the back and side
of device can also be efficiently used for interaction. This technique does not require extra
sensors on current smartphones – it is only necessary to have a properly shaped magnet as
an extra accessory.

For this study, we focused on the applied use of 3D gestural interaction (employ-
ing magnet-based ADI) in a playful, music-related context. This study (Playful Gestu-
ral Interaction Study) allowed us to look closely at how 3D gesture-based interaction can
be synergistically coupled with minimal touchscreen interaction to facilitate playfulness.
Using three musical applications developed under this magnet-based ADI paradigm (Air
Disc-Jockey, Air Guitar, Air GuitaRhythm), we investigated whether this kind of mini-
mal mobile interaction can be effectively used to support playful music composition and
gaming on smartphones. To test this, we ran a controlled user study, where we collected
usability and user experience questionnaire responses, users’ direct feedback, and video
observations. Our results showed that magnet-based ADI can be effectively used to create
natural, playful and creative music interactions. From this, we distilled magnet-based ADI
design recommendations to optimize the user experience for playful and creative music
interactions in today’s smartphones.

By revisiting the domain of playfulness in this applied ADI setting, some recurring is-
sues surfaced. First, the inference problem (the difficulty in assessing whether or not a given
interaction is playful; Section 3.4, p. 41) applies in this study, as we were able to infer play-
fulness from the responses participants gave in the questionnaires and interviews. However,
it is difficult to quantify the amount of excitement and playfulness they experience without
resorting to physiological measures, which were unavailable at the time, costly, and limited
in what we can infer from the collected signals (van der Zwaag et al., 2010). Nevertheless,
our mixed methods approach of assessing quantitatively through questionnaires and gath-
ering subjective responses provided a lens into the desired user interaction. Second, the
maintenance problem (the problem of ensuring a fun and enjoyable experience over time;
Section 3.5, p. 43) applied to two of the music apps (Air DJ and Air Guitar), since in both
there was no in-built incentive mechanism to continuously gauge users’ interests. For the
Air GuitaRhythm app, embedded gaming elements allowed even the non-musically trained
user to get engaged and experience challenge and flow. This not only provides support to
our design consideration of providing incentive mechanisms (Section 3.7, p. 28) presented
in Chapter 3, but also underscores the need to keep aware of these issues when designing
games in a minimal mobile interaction setting.

Despite that dealing with playful interactions poses a challenge, in this thesis we have
dealt with it in two distinct contexts (namely playfulness of a context-aware system and
how gestural input can support casual play). From this applied use of 3D gestural input,
we provided design recommendations (Section 6.8) for interaction designers who wish to
use 3D gesture-based interaction for creating playful user experiences in the music produc-
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tion domain, and for designing engaging 3D gesture-based games under a minimal mobile
interaction setting where screen estate is limited (e.g., on a mobile screen).

In our final chapter (Chapter 7), we presented an additional example of how mini-
mal mobile interaction can be used, by focusing on a common, daily mobile task: user
authentication. Unlike play and enjoyability, authentication should be performed quickly
and effortlessly without comprising security. In user authentication, a fundamental chal-
lenge is designing and implementing a security method that ensures that the method is both
usable by users, while at the same time providing sufficiently strong security against any
kind of adversarial attack. To stay in line with our minimal mobile interaction require-
ment, we also made use of magnet-based ADI, given that this 3D gestural input technique
is quick to perform and achieves high recognition accuracy (Ketabdar et al., 2010b). Here,
we looked at how 3D gestural input using magnet-based ADI can enable usable and secure
user authentication on small, handheld devices. In this chapter, we asked:

RQ 6: How does 3D gestural interaction affect the usability and security of
mobile gestural user authentication?

While previous work provided an early assessment of the vulnerability of magnetic 3D
gestural authentication under a video-based shoulder surfing attack scenario, the usability
and user experience issues were not addressed. To answer our question, we verified the se-
curity of this method in a controlled lab study, and tested the usability and user experience
issues in another controlled study (Gestural Authentication Study). Our results showed that
this authentication method is indeed secure against video-based shoulder-surfing attacks.
Given the novelty of this user authentication method (i.e., currently not used as a standard
authentication scheme on smartphones), there is little data on whether this authentication
method is secure enough for use in daily mobile interaction. To address this limitation, we
largely replicated prior research (Sahami Shirazi et al., 2012), despite that it is uncommon
in the HCI community to replicate previous research (see for example the CHI 2011 SIG
panel RepliCHI (Wilson et al., 2011)). In our replicated experimental setup, we addition-
ally accounted for a previously untested variable that could influence the security results,
namely, accounting for variation amongst air signatures performed using this gestural au-
thentication method. In so doing, we were able to retrace the steps and rerun the security
analysis presented in prior work, and were able to verify the previous security results for
this magnetic gestural authentication technique.

From a user experience standpoint, our participants found the method to be quite nat-
ural, with easy to recall gestural signatures, and providing low subjective workload. This
allowed us to draw design recommendations (see Section 7.9) that should serve as a starting
point if this kind of authentication method is to be accepted as a standard authentication
scheme on small, handheld devices. This provides support that non-visual input techniques
such as 3D gesture-based interaction can be synergistically coupled with screen-based in-
teraction to improve the UX of interaction. Moreover, given that we dealt with both the
security and usability and UX issues associated with this method that combined both quan-
titative (usability Likert-scale questionnaires, duration analysis) and qualitative methods
(semi-structured interviews), we were able to arrive at a more complete account of how
users perceive and interact with this authentication method. Another main finding here is
that while users found 3D gestural authentication to be natural, easy to perform, and with
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high memorability for performed signatures, around half of our participants did not trust
the security of the system. This was expected given that this form of authentication is not
common on today’s smartphone devices. To address this, one of our design recommenda-
tions suggests that interaction designers ensure transparency of the security results (e.g.,
through summarized fact sheets in the application) to gain user trust, especially for those
users that are early adopters.

In this investigation, the larger lesson is that a combination of both security analysis
and HCI methods to investigate the usability and user experience of a novel authentication
method is necessary to have a better understanding of whether an authentication method
would be adopted. In this sense, security researchers would benefit from adopting a mixed-
methods HCI-driven approach to assess the usability and larger user experience of a given
method.

8.2 Towards Minimal Mobile HCI

We started this thesis by looking at the current state in the fields of mobile HCI, context-
aware computing, and multimodal interaction. We reviewed the benefits that eyes-free
interaction can provide users, particularly when in a crowded, urban setting. There, we
also highlighted that while there has been much work designing and developing such eyes-
free interaction techniques, the usability and user experience (UX) issues associated with
these techniques is an ongoing research effort across HCI communities. Specifically, we
asked whether we can reduce user attentional costs associated with smartphone use, and
ultimately improve the usability and user experience of such interaction. In Table 8.1, we
provide a summary of all the research chapters and how they tie in with minimal mobile
interaction, where we show the different systems and interaction techniques presented, their
domain, input modalities, output modalities, and how minimal interaction is achieved.

System / Technique Domain / Chapter Input Modality Output Modality Minimal Interaction?
Location-aware Urban Exploration (Ch. 2), Touchscreen, Visual Context-awareness,

Multimedia Messaging Playfulness (Ch. 3) 3D Gestures (Augmented Reality) Visuo-gestural Input
Exploration-based Urban Exploration (Ch. 4) Touchscreen Visual Context-awareness

Route Planner (Display)
3D Gestural Task-independent (Ch. 5) 3D gestures Visual Gestural Input
Interaction (Screen Display)

Magnet-based Playfulness (Ch. 6), 3D gestures, Visual (Display), Visuo-gestural Input,
ADI User Authentication (Ch. 7) Touchscreen Non-speech Audio Gestural Input

Table 8.1: Summary of systems/interaction techniques and their domain, input modalities, output
modalities, and how minimal interaction is achieved.

If we take a step back, we can assess the problem in the following way: people are
using their small, handheld personal devices (i.e., their smartphones) for many different
tasks while in an urban setting. This kind of setting is complex and demands high infor-
mation processing efforts (cognitive, perceptual, motor, and social load) from users. This
processing load incurred on users additionally comes largely independent of the mobile
task at hand. Examples of research efforts dedicated to address this range from improving
urban wireless network access and speed to ensure continuous internet access, to making
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smartphones more responsive to their users’ needs through presenting personalized content
to minimize search behavior.

In the HCI community, large research efforts have focused on designing and devel-
oping so-called eyes-free interaction techniques, so that users need not interact with their
smartphones using their visual sense. However, these efforts have largely remained within
the confines of research laboratories, the adoption of complete eyes-free techniques are
slow, and the techniques demonstrated are limited in use. To address this, this thesis pre-
sented an alternative approach for designing mobile interactions, where we introduced the
concept of minimal mobile HCI. In Chapter 1 (p. 7), we defined minimal mobile HCI
as a subset of eyes-free mobile interaction that allows minimal combination of the visual
modality with other sensory modalities to minimize attentional demand, frustration, and
situational impairments when users interact with smartphones. This minimal interaction
approach focuses on improving the usability and user experience of interacting with
smartphones using a simple heuristic: we should keep designing for (mobile) screens,
but augment the screen-based interaction by either making the system more intelli-
gent using context-awareness solutions, or complementing user interaction with non-
visual interaction techniques such as 3D gestural input. Interaction designers need not
abandon screen-based interaction, nor stop designing for users’ visual modality.

To achieve this kind of minimal mobile interaction, we made use of two developments
in computing that influence mobile HCI: context-aware computing (where contextual in-
formation can be used to make systems more intelligent) and non-visual input techniques,
specifically 3D gestural interaction. For minimal mobile HCI using context-awareness, we
can use context-aware solutions so that a user’s mobile device can sense, learn from, and
adapt to the user to free his or her attentional resources while in an urban setting. In our re-
search, we have primarily made use of a smartphone’s ability to sense location (through the
device’s embedded GPS sensor). We have studied this in two domains: urban exploration
and playfulness. In the urban exploration domain, we found that location information can
be useful for supporting the creation and consumption of location-based multimedia con-
tent (LMM Study). Additionally, it can be used for automatically generating exploration-
based routes in small, touristic cities like Amsterdam (Route Planner Study). In the domain
of playfulness, by further interpreting our findings on how people use LMM systems, we
found that automatic location information can be used to create fun and enjoyable user
experiences. In each of those studies, the automatically inferred location information was
used as a primary source to minimize users’ interaction with the tested system, in particular
minimizing their reliance on their visual modality. While this minimal interaction some-
times came at the cost of user engagement (e.g., in the LMM study), it provided us with
clues on how to increase it by embedding playful elements (Playful LMM Study). It also
raised awareness that other contextual sources can be used, by for example making extra
inferences on what locations may be interesting to visit in a city based on the sequence of
detected photo geotags made by photographers in a city (Route Planner Study).

Taken together, the three context-awareness studies we carried out (in Part I) raised
the question of how to balance minimal mobile interaction while still fulfilling users’ needs
in domains like urban exploration and playfulness. This gives rise to a tradeoff in user
interaction that takes place in an urban setting: on the one hand, visual interaction needs
to be kept at a minimum to ensure safety and minimum distraction when in crowded areas,
and on the other hand, the designed system features to support a desired user task should
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be complete and cater for the best user experience. Under this tradeoff, we believe mini-
mal mobile interaction provides a good compromise, as designers and developers need not
abandon designing for the visual modality, which allows for a bigger design space when
designing system features.

For minimal mobile HCI using gestural input, we can make use of non-visual interac-
tion techniques such as 3D gesture-based interaction to allow the user to interact with his or
her smartphone without relying on the visual sense. In our research, we have mainly looked
at the usability of non-task specific discrete 3D gesture interaction, and at two applied use
cases of how 3D gestural interaction can support user tasks. We have studied this in three
domains: task-independent, playfulness, and user authentication. In the task independent
gestural input domain, we found that 3D gestural interaction is a usable method for users
and still provides an overall positive user experience for failed gesture recognition error
rates up to 40% (Gesture Errors Study). In the playfulness domain, we found that a specific
3D gestural interaction technique using magnets is fun and enjoyable for users who wish
to compose music and play music-related games on their smartphone (Playful Gestural
Interaction Study). In the user authentication domain, we found that the security of the
magnet-based 3D gestural interaction method is strong enough to protect users, and while
users found the method highly usable, they were reluctant to immediately adopt this form
of authentication without full transparency on its security (User Authentication Study).

In each of those studies, the supported 3D gestural input was used as a primary means
to minimize users’ interaction with the tested system, and largely free up their visual modal-
ity. However, in each of those studies, there were recurring issues that needed addressing:

• Performing 3D gestures caused fatigue after continued performance (∼30 min.)

• While some 3D gestures were easy to learn and perform, some were difficult to recall

• Performing 3D gestures was sometimes perceived to be a slower method of input
than touchscreen-based interaction

• Performing some 3D gestures in public places was not perceived to be socially ac-
ceptable

Each of the issues raised are current topics of research in the HCI, Ergonomics, and
Interaction Design communities. The above issues indeed raise the question of to what ex-
tent 3D gestural interaction can become a standard on small, handheld devices. However,
the findings from our studies show that this type of interaction (namely, 3D gestural input),
if these limitations are addressed, generally provide a positive user experience. Concretely,
designers should ensure that the supported smartphone 3D gesture sets are ergonomic, easy
to perform and recall, and can be performed quickly. With respect to social acceptability,
designers can collect data on which gesture sets are more socially acceptable in a given cul-
ture. However, we believe this latter finding to be a minor issue if this mode of interaction
becomes a standard – what was previously socially unacceptable can become acceptable if
adopted by enough users.

Taken together, the three 3D gestural input studies we carried out in the thesis (Part
II) point to the benefits that this kind of non-visual interaction method can reap when aug-
mented with touchscreen interaction. Augmenting touchscreen interaction with 3D gestural
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input not only lowers users’ visual attention costs, but can also be used to support playful-
ness (Playful gestural Interaction Study), as well as give rise to a novel gesture-based secu-
rity method (Gestural Authentication Study). As we showed in our work on context-aware
solutions, the synergistic coupling of 3D gestural input with touchscreen-based interaction
expands the design space for mobile systems and applications, while still minimizing the
processing costs (particularly visual) associated with interaction in an urban setting.

System / Technique Environmental Social Device Personal
Location-aware - + + +

Multimedia Messaging
Exploration-based - + - +

Route Planner
3D Gestural + + + +
Interaction

Magnet-based + + + +
ADI

Table 8.2: Summary of how systems/techniques presented in this thesis fulfill different factors af-
fecting user motivations for using eyes-free mobile interaction (based on Yi et al. (2012)). The ‘+’
sign denotes that a factor is fulfilled, and the ‘-’ sign denotes that a factor is not fulfilled.

In our introduction (Chapter 1, we provided a review of user motivations for why users
would want to use eyes-free interaction (Section 1.1.3, p. 6). All the studies dealt with in
this thesis have made use of minimal mobile interaction in some form, but not completely
eyes-free interaction. However, minimal mobile interaction fulfills many of the same mo-
tivations for why users would want to use eyes-free interaction techniques. The usability
and user experience evaluations of the systems and techniques presented in this thesis, and
how they relate to user motivations for the different factors (Environmental, Social, De-
vice, Personal) associated with using those techniques, are shown in Table 8.2. As can be
seen, the Social and Personal factors are satisfied for all the systems and techniques pre-
sented. As we have not dealt directly with environmental issues in user interaction, nor
safety critical domains, the Environmental factor does not apply for the LMM prototype
and the Exploration-based Route Planner. For Device factors, our route planner work does
not apply as the focus was on generating routes, and not on visualizing routes on smart-
phone screens. Together, our studies provide support that the reasons motivating users to
use completely eyes-free techniques can to a large extent be addressed by minimal mobile
HCI.

To conclude, in our research chapters, we have studied the usability and user expe-
rience issues of exemplary systems and techniques. While there are clear usability and
user experience issues that surround these techniques, we have provided recommendations
to overcome them. This allows improving users’ experience when interacting with these
mobile technologies. Taken together, this thesis provides evidence that minimal mobile in-
teraction, as a design approach, provides a modest, yet effective goal for designing mobile
interactions that are suitable for use in urban settings. Even with limited screen estate, the
use of context-aware solutions or 3D gestural input techniques allows more flexility and
a larger design space for interaction designers to simplify mobile user interfaces and the
resulting user interaction. Specifically:
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Minimal mobile HCI, using context-aware solutions (such as automatic lo-
cation sensing) or 3D gestural input techniques, expands the design space
for designing and developing systems/applications used in urban settings,
while keeping user interaction costs at a minimum.

The work presented on minimal mobile HCI opens opportunities for future research. These
future directions are presented below (Section 8.3).

8.3 Future Directions

Quantitative Modeling of Minimal Mobile Interaction
The minimal mobile interaction concept we introduced was geared towards designing sim-
ple context-aware and multimodal mobile interactions that make minimal use of touch-
screen interactions. The work presented in this thesis has laid the initial groundwork for
validating that a middle ground between full touchscreen interaction and eyes-free interac-
tion is possible.

A clear extension of our work is to provide methods and tools to precisely assess in a
quantitative manner the upper and lower bounds for minimal mobile interaction. In other
words, determining the number of microinteractions (cf., Saffer (2013); Wolf et al. (2011))
a mobile interaction session should have to reduce interaction from users. This would
provide a quantitative basis for such minimal interaction. A relevant step in this direction
is the work by Oulasvirta and Bergstrom-Lehtovirta (2010), where their goal was to arrive
at what they call a multimodal flexibility index (MFI), calculated from changes in users’
performance induced by blocking of sensory modalities. In our case, the aim is not to
block sensory modalities and model the changes in performance, but to arrive at a precise
assessment of the number of microinteractions required from each modality, and to achieve
a balance where drawing resources from the visual modality are kept at a minimum.

Tools that make use of such quantitive measurements can aid HCI researchers and in-
teraction designers in developing new mobile interaction design methods with the goal of
minimizing user attentional costs, especially when in an urban setting. Such a tool could be
realized as a minimal mobile interaction pattern library (cf., design patterns2), where con-
tributions to this library state precisely how methods were combined, under what setting,
and what the resulting effects on usability and user experience were.

Testing Other Interaction Methods
In our work on context-awareness, we have looked closely at how location-awareness (ac-
cessed through location sensors such as GPS) can help minimize interaction from users.
However, there is more to context than location sensing. It is possible to detect nearby
people, devices, lighting, noise level, network availability, and even social situations (Dey
et al., 2001; Dey and Abowd, 1999). For example, with today’s smartphones, we could
detect how close a person is to a device through proximity sensors. A step in this direction
can be found in recent work by Kostakos et al. (2013), where they use proximity sensing

2For example, see the best practices interaction design pattern library offered by Welie.com
(http://www.welie.com/patterns/index.php; last retrieved: 01-08-2013) or by UI Patterns (http://ui-patterns.com;
last retrieved: 01-08-2013).
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using bluetooth sensors to model and understand passenger flow during public transport bus
transits. Another example is detecting whether or not a person is busy by detecting how
many other persons s/he is currently collocated with. For example, again using low-cost
bluetooth sensors, it becomes possible to infer whether a user is in a crowded context or not,
which can be used to minimize interruptions; for example, smartphone push notifications
for less urgent activities (cf., McFarlane and Latorella (2002)).

In our work on gestural interaction techniques, we have looked closely at 3D gestural
input. However, other input techniques could also aid in minimizing interaction. The most
prominent example here is voice-based interfaces (Jain et al., 2011), where a user can issue
a command to his or her device with little to no interaction with the smartphone device.
Other ways to support minimal interaction includes making use of multimodal output, an
area we have briefly touched upon here. How to design and develop effective notification
cues (Mcfarlane and Mcfarlane, 1997) that minimize interruption to a user’s current activity
are also highly relevant to ensuring minimal mobile interaction. These notification cues
can also be tested under different modalities, such as using haptic feedback, speech or non-
speech auditory feedback, and under minimal visual feedback settings (cf., Google Glass).

Considered in light of minimal mobile HCI, (multimodal) output or feedback can be
synergistically coupled with screen-based interaction, without requiring complete removal
of screen-based interaction (c.f., EarPod, an eyes-free menu selection technique for smart-
phones (Zhao et al., 2007)). A relevant step in this direction is to make use of crossmodal
feedback cues (e.g., Hoggan et al. (2009)), where visual information is mapped to other
modalities (such as tactile or auditory cues). In crossmodal interaction, the physical pa-
rameters of feedback cues are to a large extent amodal (e.g., duration, rhythm), so that the
same information can be communicated across modalities, during daily user interaction
(Hoggan and Brewster, 2010). From a minimal mobile interaction perspective, the user
may still draw on her visual modality during interaction, however the visual information
processed is augmented with tactile and/or auditory cues. Testing whether these cues can
effectively reduce attentional costs and improve users’ experience in interacting across a
range of tasks is a promising direction for further work.

Longitudinal, In-the-Wild Testing
We have presented several studies to show how minimal mobile interaction is possible.
In all but the Playful LMM Study, we ran user evaluations to assess usability and user
experience issues that arise from user interaction. While in the LMM Study in Chapter 2
we studied user’s multimedia messaging behavior in the wild by using a multimodal diary
method (El Ali et al., 2010), this kind of in the wild testing was not currently possible for
the other user studies. The breadth of the research carried out in this thesis, using early
prototypes and systems, meant that the systems and techniques required first an evaluation
in the laboratory. This was both a limitation and a necessary aspect of our work. On the one
hand, the early systems and techniques tested (e.g., exploration-based route planner system,
and all the 3D gestural techniques studied) were still in the earlier stages of development,
and therefore not production ready. On the other hand, precisely due to the earlier stages
of these systems, from an experimentation perspective we required maximum control over
the different usability and user experience variables.

Given that our approach in this thesis was to study multiple systems and techniques, it
also meant we were unable to thoroughly follow through with each system and technique
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to the stage of deployment where users can use them in their natural, everyday settings. In
some cases this was an enforced limitation (e.g., the magnet-based ADI music apps and
authentication techniques are patented technologies). In other cases, it was a side effect of
studying multiple systems and techniques at the cost of a full redesign and (re-)evaluation
of a smaller set of systems or techniques in the wild. Our design choices notwithstanding,
to truly validate the use of minimal mobile interaction methods, whether through context-
awareness or gestural interaction techniques, users should be allowed to use these systems
or techniques in their natural, everyday setting. For future researchers interested in tak-
ing the minimal mobile HCI further, testing users in such in-the-wild settings should be a
priority, as it would provide stronger ecological validity for minimal mobile interaction.

8.4 Looking Ahead

The concept of minimal mobile HCI we introduced in this thesis parallels recent debates
on the web amongst HCI researchers and interaction designers on whether the future of
interaction with interfaces rests with Graphical User Interfaces (GUIs) or not. Some argue
that we should do away with GUIs completely to improve users’ experience when interact-
ing with technology,3 others argue that GUIs are here to stay,4 while others find the debate
meaningless as design is about solving problems for a particular user group.5 With mini-
mal mobile HCI, while we have also taken a middle ground on whether we should rely on
screen-based interactions or not, we believe the question of including a GUI (which heav-
ily relies on users’ visual sense) this is highly dependent on the user task and importantly
where the user interaction takes place.

Unlike these GUI vs. no GUI debates, we have proposed two solutions (namely
context-awareness and gestural input techniques) to facilitate the advancement of the HCI
and Interaction Design fields. We have dealt with how each, under a minimal mobile in-
teraction setting, can improve usability and user experience of the studied systems and
techniques in a scientific manner. The proposed minimal mobile HCI does not require
eliminating the GUI, nor keeping it there constantly, it requires first and foremost an as-
sessment of where the anticipated interaction will take place. If the envisioned interaction
with the smartphone is to be used in an urban setting, then the designer should consider
solutions whereby screen-based interaction is augmented, not replaced. While the place
of interaction is paramount, the user task can additionally influence the choice of what
augmentation is used.

We have presented two such augmentations: context-awareness and gestural input
techniques. We studied these in a small set of domains, namely urban exploration (Chapters
2 and 4), playfulness (Chapter 3 and 6), task-independent (Chapter 5), and user authenti-
cation (Chapter 7). Through our studies, we have provided evidence to persuade designers
designers, developers, as well as entrepreneurs to think in terms of reducing user attentional
costs – that a synergestic combination with either context-awareness, 3D gestural input, or
even both, can provide users with a better overall user experience. In short, at least for the
next 10 years, we strongly believe screen-based interaction is here to stay, but to improve

3http://www.cooper.com/2012/08/29/the-best-interface-is-no-interface; last retrieved: 01-08-2013
4http://www.elasticspace.com/2013/03/no-to-no-ui; last retrieved: 01-08-2013
5http://scottberkun.com/2013/the-no-ui-debate-is-rubbish/; last retrieved: 01-08-2013
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the usability and UX of this interaction, we should focus on methods and design approaches
that aim to augment this interaction, not replace it.
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LMM Study Interview Questions

Warmup

• How is it going?

• How did your day go so far?

Intro

• Could you please describe the environment around us?

• How are you feeling right now? Sad? Happy? Anxious?

• What do you normally do here? What kinds of activities do you
do in such an area?

• Do you normally see your friends here?

What about people that you’ve seen before but don’t really
know?

• When you think about this area, what do you remember or
associate it with? Feel free to walk around.

• Can you think about one memorable thing you did here, and if
possible explain it to me?

Into the Cafe

1. Explanation of LMM prototype

2. Quick Demo

3. First Tryout as Image

• After using LMM prototype, what do you think is the purpose
of this application?

Can you please explain?

1. In-depth Explanation of anchoring & sharing in prototype

1
Figure A.1: Semi-Structured interview questions for the pilot LMM study. Form continues on next
page (1/3).
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2. Topic of expression: drinking coffee/beverage at a cafe

• Could you please explain the drawing you made?

Why did you choose to do it here?

• Could you please explain the text you wrote?

Why did you choose to write this text at this spot?

• Could you please explain the photograph you made?

Why did you take the photo here?

2-MIN. BREAK

• Which did you prefer best: drawing an image, writing text, or
taking photographs?

Why this?

• Was there something specific in the environment that you di-
rected your (text, drawing, photo) on?

• When you were scanning the environment to make a (text, draw-
ing, photo), what caught your attention most? Why?

• Let me now ask you about a few questions about your sharing
preferences. Who would you like to have see the expressions
you’ve made here? Friends, family, etc.?

• For a text, image, or photo, would you like the expression you
made to stay here for anyone to see?

• Suppose that the expression you made is visible to others on
their mobile devices only when you’re close to it, that is in the
area. Would do you prefer that?

• If yes, would you like others to approach you about an expression
you left behind?

If no, then why not?

General Social & Urban Context Questions

• Does the fact that people are around here affect the kinds of
expressions you would make?

If yes, then why? Do you feel affected by this more when
writing text, drawing, or taking photographs?

If no, then why not? Is this so for writing text, drawing,
and taking photographs?

2
Figure A.2: Semi-Structured interview questions for the pilot LMM study. Form continues on next
page (2/3).
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• Do you feel that using such an application makes you more aware
of the environment?

If yes, then why yes?

If no, then why no?

• Do you feel that using such an application makes you more aware
of the people around you?

If yes, then why yes?

If no, then why no?

About the Application Itself

• Was it easy to use the application?

Explain

• Was is it easy enough to make an expression while you were
observing the environment?

Explain

• What about if you were involved in the event, that is, doing
something like drinking coffee?

Explain

• What would you improve in this application?

Extra features? Musical soundtrack? Notifications?

• Finally, what do you think the purpose of LMM prototype is
now that you’re quite familiar with it?

3

Figure A.3: Category Attribution Task instruction form. Form continued from previous page (3/3).
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Figure A.4: LMM multimodal diary study questions. Form continues on next page (1/2).
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Figure A.5: LMM multimodal diary study questions. Form continued from previous page (2/2).

166



LMM Study Exit Interview

1. Did you face any difficulties in filling in the diary during the last
week?

If yes, can you please explain?

2. Where there days where you felt more inspired to post some-
thing (e.g., over the weekend)?

3. Where there particular locations that made you feel more in-
spired to post an expression?

4. Which media type did you make use of most during the last
week?

Was there a reason for using this type over the others?

5. Did you feel the diary made you more aware of your everyday
environment?

Please explain.

6. Was your overall experience during the last week different be-
cause you had to fill in the diary?

Please explain.

7. Would you use a mobile application that supports posting vari-
ous types of multimedia content at locations?

Please explain.

8. If you were viewing expressions made by others at a location,
would you be interested in seeing information similar to what
was asked from you in the diary?

At what level of detail would you like to see it? Would you
want the information to adapt to your current situation and/or
desires?

9. If a mobile application asked you questions similar to the ones
in the diary (e.g., who you were with, what event is happening,
etc.), would you fill in this information?

At what level of detail would you be willing to do so?

10. Would you like to add anything further?

1Figure A.6: LMM study exit interview questions.

167



A. Appendix Chapter 2

LMM Study - Category Attribution Task 

 

 

Age: ______           

Sex: M  /  F 

Education level (Bachelor’s/Master’s/Doctorate): ___________________ 
 

 

 

 

Listed below are explanations provided by people about why they made a multimedia expression (e.g., 
a song, a photo, a video, text, etc.). Your task is to provide TASK and DOMAIN categories that you 
believe best classify an explanation.  

For each explanation listed below, please assign TASK and DOMAIN categories according to your 
first impression. If you believe more than one task or domain is needed, then please fill them in. Below 
are lists of TASKS and DOMAINS you can use. You can list the number of the TASK and DOMAIN 
category in each row.   

Note: if you choose Other, then please fill in the category you think best classifies the explanation. 

 

 

Tasks:  

1) Appreciation (i.e., enjoying the qualities of something) 
2) Recommendation (i.e., recommending something to others) 
3) Criticism (i.e., being critical of something) 
4) Altruism (i.e., actively seeking to help) 
5) Self-reflection (i.e., reflecting on one’s own actions or feelings) 
6) Activity reporting (i.e., reporting to people what you have done) 
7) Other (please state what you think) 

 
Domains: 

1) Aesthetics (e.g., a beautiful scene) 
2) Entertainment (e.g., a film) 
3) Transport (e.g., train ride) 
4) Products & Services (e.g., eating food or putting money in the bank) 
5) Health & Well-being (e.g., feeling sick) 
6) Education (e.g., studying) 
7) Architecture (e.g., a building) 
8) Other (please state what you think) 

 

 

 

Figure A.7: Category Attribution Task instruction form. Form continues on next page (1/2).
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# 
Media 
Type Explanation 

 

Task 

 

Domain 

1 drawing 
Wanted to try out my first multimedia 
expression 

  

2 photo 
Beauty of the sun shining over the bldg. 
opposite the icy water 

  

3 song 

We were studying for a few hours, and 
now we are listening to music instead. The 
song I chose fits well the work atmosphere 

  

4 
audio 
recording 

I was struck by the sudden intensity of the 
voices 

  

5 photo 
OV-chipkaart organization messed up 
because my picture is on it only half way 

  

6 photo 

I wanted to make a picture of a black 
mountain bike disappearing in the 
distance, but the picture had a bad focus so 
it did not work out as well as I expected 

  

7 video 
The scenery is just beautiful; the snow is 
still fresh on the trees 

  

8 photo I needed to make an expression   

9 photo Most interesting location of the day   

10 text 
I'm in a private area so no one should be 
able to copy credit card data 

  

11 text Because I liked the movie   

12 text Because my hands were freezing!   

13 photo 
The boat has an actual stove that I made 
my coffee on - very old fashioned! 

  

14 photo Wow, nice view   

15 photo Excessive amount of people on the train   

16 photo I liked the shot   

17 song We're almost as good as the original   

18 photo 
A sign of good morning world we're there 
again 

  

19 text I saw a bird eating snow   

20 photo 
As a real dutchy, when there is ice, you 
need to go there 

  

     

  […]   

Figure A.8: Category Attribution Task instruction form. Only a sample of 20 questions shown.
Form continued from previous page (2/2).
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#: _______ 

 1 

   Amsterdam Central Station !  Museumplein 
 

Consider the following scenario:  
“You are at Amsterdam Central Station with three friends who are visiting town for the weekend, and they 
would now like to go and see the Museumplein. It is around 2 o’clock in the afternoon on a Saturday, and the 
skies are clear. You all have free time on your hands, so you decide to walk there. Before embark on your 
journey, you reflect on which route to take.” 

 
 

OR  
(scenario & questionnaire presented depending on participant condition) 

 
 

Waterlooplein !  Westerkerk 
 
Consider the following scenario:  
“You are at the Waterlooplein with a good friend who has just come back from a vacation. You would like to 
catch up, and decide to go have coffee somewhere near the Westerkerk. It is around 7 o’clock in the evening on 
a Sunday, with some clouds in the sky. You two decide to walk there. Before you embark on your journey, you 
reflect on how you want to get there.” 

 
 
 
 

Here, you are asked to evaluate 3 routes that take you from Central Station to Museumplein. Following are pairs 
of words to assist you in your evaluation. Each pair represents extreme contrasts. The possibilities between the 
extremes enable you to describe the intensity of the quality you choose. Do not spend time thinking about the 
word-pairs. Try to give a spontaneous response. You may feel that some pairs of terms do not adequately 
describe the entire route. In this case, give an answer that most closely relates to the highest segment of a route. 
Keep in mind that there is no right or wrong answer. Your personal opinion is what counts! 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure B.1: Scenarios and modified AttrakDiff2 questionnaire for the Route Planner study. Form
continues on next page (1/3).
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#: _______ 

 2 

1: first route variation    2: second route variation  3: third route variation 
(Mark spaces, not lines. You can change ratings you’ve done earlier, if you wish) 

 
1 Faster 

 
Slower 

2 Isolating 

 
Connective 

3 Pleasant 

 
Unpleasant 

4 Inventive 

 
Conventional 

5 Simple 

 
Complicated 

6 Professional 

 
Unprofessional 

7 Practical 

 
Impractical 

8 Ugly 

 
Attractive 

9 Likeable 

 
Disagreeable 

10 Cumbersome 

 
Straightforward 

11 Stylish 

 
Tacky 

12                  Predictable 

 
Unpredictable 

13 Cheap 

 
Premium 

14 Alienating 

 
Integrating 

15 Brings me closer to 
people  

Separates me from people 

16 Unpresentable 

 
Presentable 

17 Rejecting 

 
Inviting 

18 Unimaginative 

 
Creative 

19 Good 

 
Bad 

Figure B.2: Modified AttrakDiff2 questionnaire for the Route Planner study. Form continues on
next page (2/3).
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#: _______ 

 3 

20 Confusing 

 
Clearly Structured 

21 Repelling 

 
Appealing 

22 Bold 

 
Cautious 

23 Innovative 

 
Conservative 

24 Dull 

 
Captivating 

25 Undemanding 

 
Challenging 

26 Motivating 

 
Discouraging 

27 Novel 

 
Ordinary 

28 Unruly 

 
Manageable 

 
Complete only after filling the above questionnaire 3 times (once for each route variation): 
 

1) Given the scenario above, I would initially follow: 
a. Route 1 
b. Route 2 
c. Route 3 
d. Either one will do 
e. None of them 

 
2) I picked [Route 1 / Route 2 / Route 3 / __________ ] because: 

a. It is more scenic 
b. It is more convenient 
c. Routes are too similar to make a difference 
d. Other: _____________ 

Figure B.3: Modified AttrakDiff2 questionnaire and short questions for the Route Planner study.
Form continued from previous page (3/3).
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a)

b)

c)

d)

e)

Figure B.4: The different digital information aids presented to participants. a) Google Maps shortest
route b) Color-coded Photographer Paths c) Photo density geopoints d) Photo thumbnail geopoints e)
Foursquare POIs
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02.12.11 

  

 
 
 
 
 

“Which route would you take?” 
Interview Questions 

 
 
 

1) What was your overall impression of the experiment session?  
 

2) What did you think of the scenarios? Were they realistic?  
 

3) For the first route (Centraal ! Museumplein), what in your opinion were the 
differences in the three route variations you saw? Please tell in detail which part of 
the routes you liked, disliked, etc. Rank them. 
 

4) For the second route (Waterlooplein ! Westerkerk), what in your opinion were the 
differences in the two route variations you saw? Please tell in detail which part of 
the routes you liked, disliked, etc. Rank them. 

 
5) What kind of information would you like to have in deciding to take a route when 

you have time (i.e., for exploration)? 
 

6) What do you think about this kind of information: specific paths that were taken by 
a certain number of photographers over a period of 5 years in a city (like 
Amsterdam).  

 
---- 
 
Explanation of the different routes (random, google maps, algorithm). Hand out different 
sheets (plain interesting route, photo route, photographer segment saliency & counts, 
combination photos + photographic paths). 
 

7) Which of these information types do you think helps you most to decide how to plan 
your route in a city for exploration? How important is each kind of information for 
you? Combination? 

 
8) If there was an app that recommends alternative scenic routes in a city based on 

your start and end location, is this something you would use? Locally and abroad? 
 

Figure B.5: Route Planner study interview questions.
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02.12.11 

  

 
 
 
 
 

“Which route would you take?” 
Web Survey 

 
 
NOTE: The original web survey, in addition to the below questions, additionally asked basic 
demographic information (age, gender, familiarity with route planners) and showed static images of our 
generated routes.  
 
 
 
I find the following kinds of information helpful when planning a route (by foot) for exploring a 
city with friends: * 
You can check more than one. 
 
[These are checkboxes, and last has a free form text box] 
 
-Established Points of Interest (e.g., restaurants, cafes, etc.) along a route, 
-Photos of the different parts of a route, 
-Comments (most recent first) left by others about the different parts of a route, 
-Number of photos taken along a route over a specified time period (e.g.,  1 year), 
-Route segments that a number of city photographers took over a specified time period (e.g., 1 year), 
-Walking distance of a route 
-Walking time of a route, 
-Asking strangers on the street 
-None, I like getting lost! 
-Other (e.g., ) 
 
 
What kind of information do you feel helps you most when planning a route in a city you want to 
explore? 
E.g., popular points of interest, tourist guides, asking locals, recommendations from friends, etc. 
 
[Free form text box] 

Figure B.6: Route Planner study web survey questions.
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!"#$%&'()"#'*+,-'.+&/0)
 
 

Rating Scale Definitions 
Title  Endpoints Description 
Mental Demand Low/High How much mental, visual and auditory 

activity was required? (e.g. thinking, 
deciding, calculating, looking, listening, 
scanning, searching) 

Physical Demand Low/High How much physical activity was required? 
(e.g. pushing, pulling, turning, controlling) 

Time Pressure 
 

Low/High 
 
 
 

How much time pressure did you feel 
because of the rate at which things 
occurred? (e.g. slow, leisurely, rapid, 
frantic) 

Effort Expended Low/High How hard did you work (mentally and 
physically) to accomplish your level of 
performance? 

Performance Level 
Achieved 
 

Poor/Good 
 

How successful do you think you were in 
doing the task set by the experimenter? 
How satisfied were you with your 
performance? Don’t just think of your 
score, but how you felt you performed.  

Frustration 
Experienced 

Low/High 
 

How much frustration did you experience? 
(e.g. were you relaxed, content, stressed, 
irritated, discouraged) 

Overall Preference 
Rating  

Low/High Rate your overall preference for each of 
the recognition algorithms. Which one 
made the task the easiest? The first block, 
the second, or the third? 

 
 

Figure C.1: Modified NASA-TLX questionnaire category explanations. Form continues on next
page (1/2).
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Figure C.2: Modified NASA-TLX questionnaire. Form continued from previous page (2/2).
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 CONFIDENTIAL  1 (1) 
    
Nokia Research Center    
Abdallah El Ali 11.07.11   
 
 

“How well are mobile gestures recognized?” 
Interview Questions 

 
 
 

1) What is your overall impression of the experiment session?  
 

2) How did you feel your performance was? 
 

3) Did you notice any change in how you performed the gestures? 
 
4) Did you notice any difference between each of the individual gestures? 

 
5) Applied use of gestures in mobile phones? 

 
6) How socially acceptable are the gestures when performed in public? Mimetic 
gestures? Alphabet gestures? 

 
 

Figure C.3: Gesture Errors study exit interview questions.
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  #: _______ 
 

MagiMusic AttrakDiff2 Evaluation 
 

Following are pairs of words to assist you in your evaluation of each MagiMusic app. Each 
pair represents extreme contrasts. The possibilities between the extremes enable you to 
describe the intensity of the quality you choose. 
 
Do not spend time thinking about the word-pairs. Try to give a spontaneous response. You 
may feel that some pairs of terms do not adequately describe the iPhone® app. In this case, 
please still be sure to give an answer. Keep in mind that there is no right or wrong answer. 
Your personal opinion is what counts! 

 
1: first app    2: second app  3: third app 

(Mark spaces, not lines. You can change ratings you’ve done earlier, if you wish) 
 

1 Human 

 
Technical 

2 Isolating 

 
Connective 

3 Pleasant 

 
Unpleasant 

4 Inventive 

 
Conventional 

5 Simple 

 
Complicated 

6 Professional 

 
Unprofessional 

7 Practical 

 
Impractical 

8 Ugly 

 
Attractive 

9 Likeable 

 
Disagreeable 

10 Cumbersome 

 
Straightforward 

11 Stylish 

 
Tacky 

12                  Predictable 

 
Unpredictable 

13 Cheap 

 
Premium 

14 Alienating 

 
Integrating 

Figure D.1: AttrakDiff2 questionnaire for the Playful ADI study. Form continues on next page
(1/2).
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15 Brings me closer to 
people  

Separates me from people 

16 Unpresentable 

 
Presentable 

17 Rejecting 

 
Inviting 

18 Unimaginative 

 
Creative 

19 Good 

 
Bad 

20 Confusing 

 
Clearly Structured 

21 Repelling 

 
Appealing 

22 Bold 

 
Cautious 

23 Innovative 

 
Conservative 

24 Dull 

 
Captivating 

25 Undemanding 

 
Challenging 

26 Motivating 

 
Discouraging 

27 Novel 

 
Ordinary 

28 Unruly 

 
Manageable 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure D.2: AttrakDiff2 questionnaire for the Playful ADI study. Form continued from previous
page (2/2).
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Figure D.3: System Usability Scale.
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#:_____   
  
 

“MagiMusic” Exit Questionnaire 
 

 
Please answer each question based on your experience with the iPhone® apps. For 
most questions, you have to fill in a number (between 1-7; 1-very bad & 7-very good) 
that best represents your experience for each app. 
 
 
1) What was your first impression of the app? 
 
      1          2         3     4     5      6      7  
Very bad      Very good 
 
App 1: ______________  
 
App 2: ______________  
 
App 3: ______________ 
 
 
2) Was it easy to learn?  
 
      1          2         3     4     5      6      7  
Very easy     Very difficult 
 
App 1: ______________  
 
App 2: ______________  
 
App 3: ______________ 
 
 
3) Was it comfortable to play with the app?  
 
      1          2         3     4     5      6      7  
Very comfortable     Extremely uncomfortable 
 
App 1: ______________  
 
App 2: ______________  
 
App 3: ______________ 
 
 
 
 
 Figure D.4: Playful ADI study exit questionnaire. Form continues on next page (1/2).
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4) Did you enjoy making music with the app? What was good or bad?  
 
      1          2         3     4     5      6      7  
Not at all      Very much so 
 
App 1: ______________ Good/bad: _________________________ 
 
App 2: ______________ Good/bad: _________________________ 
 
App 3: ______________ Good/bad: _________________________ 
 
 
5) I would be willing to carry a magnet with me to play with these apps. 
 
 
      1          2         3     4     5      6      7  
Not at all      Definitely 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure D.5: Playful ADI study exit questionnaire. Form continued from previous page (2/2).
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1) What is your overall impression of the experiment session? [warm up] 
 
2) How do you feel about interacting with the apps using a magnet? How would you 
use it? 
 
3) What are your expectations about the availability of magnets when you download a 
MagiMusic app?  
 
4) Preference for magnet size or shape? What for you is the perfect magnet? 
 
5) What other apps [typical mobile tasks] can you think of where you can use magnets 
to interact with your phone? 
 
6) Would you play with these apps in public places (e.g., bus, metro, mall, street, etc.)? 
Would you find it socially acceptable? 
 

Figure D.6: Playful ADI study exit interview questions.
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 CONFIDENTIAL  1 (2) 
Telekom Innovation Labs    
 01.05.12   
 

#:_____    
“MagiSign” Gesture Questionnaire 

 
Please answer each question based on your experience with performing each 
set of gestures (4 total). Choose a number (between 1 & 7) that best describes 
your experience with gesture signatures using a magnet. 
 
 
 

1) These gestures take too long to perform. 
 

1              2    3    4     5   6  7  
Strongly Disagree      Strongly Agree  
 
 

2) These signature gestures are suitable for daily use. 
 

1              2    3    4     5   6  7  
Strongly Disagree      Strongly Agree  
 
 

3) These gesture signatures are secure enough. 
 

1              2    3    4     5   6  7  
Strongly Disagree      Strongly Agree  
 
 

4) I found it comfortable performing these signature gestures. 
 

1              2    3    4     5   6  7  
Strongly Disagree      Strongly Agree  
 
 

5) Performing these gestures in front of strangers is awkward. 
 

1              2    3    4     5   6  7  
Strongly Disagree      Strongly Agree  
 
 
 
 Figure E.1: Authentication ADI usability study questionnaire. Form continues on next page (1/2).
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 CONFIDENTIAL  2 (2) 
Telekom Innovation Labs    
 01.05.12   
 

 
 

6) I would prefer performing these gesture signatures over passwords. 
 

1              2    3    4     5   6  7  
Strongly Disagree      Strongly Agree  
 
 

7) I have problems performing these gestures. 
 

1              2    3    4     5   6  7  
Strongly Disagree      Strongly Agree  
 
  

8) I can easily remember the signature gestures I made.  
 
1              2    3    4     5   6  7  

Strongly Disagree      Strongly Agree  
 
 
  

Figure E.2: Authentication ADI usability study questionnaire. Form continued from previous page
(2/2).
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 CONFIDENTIAL  1 (2) 
    
Telekom Innovation Labs    
 01.05.12   
 
 

#:_____    
“MagiSign” Exit Questionnaire 

 
Please answer each question based on your experience in this study with 
performing air signatures using a magnet for security access. 
 

1) Performing gestures with a magnet takes too much time. 
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  
 

2) Gesture input using a magnet is intuitive. 
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  
 

3) Entering a password (PIN or alphanumeric password) is easier than gesture 
signing with a magnet. 
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  
 

4) One handed gestures with a magnet are enough for securing my mobile device. 
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  
 

5) Gesturing with a magnet is exhausting. 
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  
 

6) These two handed gestures I made with a magnet can be easily forged. 
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  
 

7) I would prefer performing these gesture signatures over passwords. 
 

1                    2           3          4            5            6             7  

Figure E.3: Authentication ADI usability study exit questionnaire. Form continues on next page
(1/2).
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 CONFIDENTIAL  2 (2) 
    
Telekom Innovation Labs    
 01.05.12   
 
 
Strongly Disagree      Strongly Agree  
 
 

8) I would have problems performing these gestures in public. 
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  
 

9) I can easily remember the signature gestures I made.  
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  
 

10)  I found gesturing using two hands to be a secure method for authentication. 
 
1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  

 
11)  I would be willing to carry a magnet with me for secure mobile access 

authentication. 
 

1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  

  
12)  I would be willing to pay for a good magnet to ensure secure authentication.  

 
1                    2           3          4            5            6             7  
Strongly Disagree      Strongly Agree  

 
13)  How would you like to carry a magnet with you (e.g., as a ring, necklace, on 

keychain, separate magnet, etc.)? 
 
By: _________________ 
 

14)  For the two handed signatures, I prefer to perform the signatures: 
 
a) Serially (move one hand first, then the other hand) 
b) Simultaneously (use both hands at the same time) 
c) Both are fine 

Figure E.4: Authentication ADI usability study exit questionnaire. Form continued from previous
page (2/2).
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#:_____    
System Trust Scale 

 
Please answer each question based on your experience with the air signature  
security authentication system using a magnet. Please circle a number (not at 
all=1; extremely=7) that best describes your experience. 
 

   1                 2                   3                   4                  5                   6                  7  
Not at all                      Exteremely 
  

1) The air signature security system is reliable. 
 
   1                 2                   3                   4                  5                   6                  7  

 
2) The air signature security system is deceptive. 

 
   1                 2                   3                   4                  5                   6                  7  

 
3) The air signature security system’s actions will have a harmful or injurious 

outcome. 
 
   1                 2                   3                   4                  5                   6                  7  
 

4) I am confident in the air signature security system. 
 
   1                 2                   3                   4                  5                   6                  7  
 

5) The air signature security system provides security. 
 
   1                 2                   3                   4                  5                   6                  7  

 
6) The air signature security system has integrity. 

 
   1                 2                   3                   4                  5                   6                  7  
 

7) I am suspicious of the air signature security system’s intent, action, or outputs. 
 
   1                 2                   3                   4                  5                   6                  7  
 
 

Figure E.5: System Trust Scale for the Authentication ADI usability study. Form continues on next
page (1/2).
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8) The air signature security system is dependable. 

 
   1                 2                   3                   4                  5                   6                  7  

 
9)  I can trust the air signature security system. 

 
   1                 2                   3                   4                  5                   6                  7  
 

10)  I am familiar with the air signature security system. 
    
   1                 2                   3                   4                  5                   6                  7 
 

11)  The air signature security system behaves in an underhanded/dishonest 
manner. 
 
   1                 2                   3                   4                  5                   6                  7  
 

12)  I am wary of / cautious about the air signature security system. 
 
   1                 2                   3                   4                  5                   6                  7  
 

Figure E.6: System Trust Scale for the Authentication ADI usability study. Form continued from
previous page (2/2).
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Telekom Innovation Labs    
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“MagiSign” 
Interview Questions 

 
 
 

1) What is your overall impression of the experiment session?  
 

2) How do you feel about mobile security access using magnet-based signatures? 
Would you use it? 
 
 

Figure E.7: Authentication ADI usability study exit interview questions.
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#:_____    
“MagiForge” Video Set Questionnaire 

 
Please answer each question based on your experience with forging the 
signatures from the videos. For each video set, fill in a number (between 1 & 7) 
that best describes your experience with forging those signatures. 
 

1) It was easy to forge the signatures made with a magnet. 
 

1                    2           3          4           5         6         7  
Strongly Disagree      Strongly Agree  
 
Video set 1: ______________  

 
Video set 2: ______________  
 

2) It was hard to follow the hand movements of the person from the videos. 
 

1                    2           3          4           5         6         7  
Strongly Disagree      Strongly Agree  
 
Video set 1: ______________  

 
Video set 2: ______________  
 

3) Forging these signatures is easier than forging signatures on paper. 
 

1                    2           3          4           5         6         7  
Strongly Disagree      Strongly Agree  
 
Video set 1: ______________  

 
Video set 2: ______________  
 

4) Select preferred video angles for forgery:   
 

a) Front        b) Back        c) Left     d) Right         e) All       f) Combination: _________ 
 

 
5) General Comments:  

______________________________________________________ 

Figure E.8: Category Attribution Task instruction form. Form continued from previous page (3/2).
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#:_____    
“MagiForge” Exit Questionnaire 

 
Please answer the questions based on your experience of forging air signatures. 
  
 

1) Overall, I found forging one handed signatures to be easy. 
 

1                   2         3        4        5       6         7  
Strongly Disagree      Strongly Agree  
 

2) Overall, I found forging two handed signatures to be easy. 
 

1                   2         3        4        5       6         7  
Strongly Disagree      Strongly Agree  
 

3) Forging someone’s air signature is more difficult than forging a signature on 
paper. 
 

1                   2         3        4        5       6         7  
Strongly Disagree      Strongly Agree  
 

4) Overall, one handed gestures with a magnet provides strong security for 
mobile devices. 
 

1                   2         3        4        5       6         7  
Strongly Disagree      Strongly Agree  
 

5) Overall, two handed gestures with a magnet provides strong security for 
mobile devices. 
 

1                   2         3        4        5       6         7  
Strongly Disagree      Strongly Agree  
      

6)  I would be willing to pay for a good magnet to ensure secure and usable 
authentication when making air signatures.  
 

1                   2         3        4        5       6         7  
Strongly Disagree      Strongly Agree  

 

Figure E.9: Authentication ADI security study intermediate questionnaire.

200



 
 CONFIDENTIAL  1 (1) 
    
Telekom Innovation Labs    
 01.05.12   
 
 

“MagiForge” 
Interview Questions 

 
 
 

1) What is your overall impression of the experiment session?  
 

2) How do you feel about mobile security access using magnet-based signatures? In 
comparison with other security methods (PIN, graphical passwords, etc.).  
 

3) What was you impression about forging one-handed vs. two-handed signatures? 
 

4) Would you use this method of authentication? 
 
 

 

Figure E.10: Authentication ADI security study exit questionnaire.
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Summary

In the last 20 years, the widespread adoption of personal, mobile computing devices in ev-
eryday life, has allowed entry into a new technological era in Human Computer Interaction
(HCI). The constant change of the physical and social context in a user’s situation made
possible by the portability of mobile devices means that the user’s attention becomes lim-
ited. This can negatively impact the user experience. To deal with this problem, this thesis
draws from two developments in HCI, context-awareness and 3D gestural input. From
these developments, we introduce the concept of minimal mobile HCI, a subset of eyes-
free mobile interaction that allows minimal combination of the visual modality with other
sensory modalities to improve the user experience of interacting with smartphones.

In the first part, we look closely at the design and evaluation of location-aware mul-
timedia messaging systems, and how they can lead to playfulness in a minimal interaction
setting. We then look at how urban interactions are connected across locations by designing
and evaluating an exploration-based route planner that makes use of large amounts of geo-
tagged data. In the second part, we look closely at the usability and user experience issues
associated with 3D mobile gestural input when recognition errors occur. Upon showing
that this form of interaction is usable in the face of errors, we then investigate two example
applications. We revisit the playfulness domain, and investigate how 3D gestural input can
be applied to music composition and gaming. Finally, we look at how minimal mobile
interaction can be used to support mobile user authentication using 3D gestural input.

Together, our user studies show that interaction designers need not abandon screen-
based interaction, nor stop designing for users’ visual modality, only complementing it
with context-awareness or 3D gestural input solutions. This can expand the design space
for designing and developing mobile systems/applications that keep user interaction costs
at a minimum.
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Samenvatting

In de afgelopen twintig jaar heeft de wijdverspreide acceptatie van persoonlijke, mobiele
computerapparatuur in het dagelijks leven, een nieuw technologisch tijdperk ingeluid op
het gebied van mens-computerinteractie (MCI). Constante veranderingen van de fysieke-
en sociale context van de gebruikerssituatie mogelijk gemaakt door de inherente draag-
baarheid van mobiele apparatuur hebben geresulteerd in een slechts beperkte aandacht van
de gebruiker voor de mobiele apparatuur en haar applicaties. Dit kan de gebruikerservaring
negatief benvloeden. Om met dit probleem om te gaan, richt het onderzoek beschreven
in dit proefschrift zich op twee ontwikkelingen binnen het MCI domein, namelijk context
awareness en 3D gestural input. Ontleent aan deze ontwikkelingen, introduceren wij het
concept van minimaal mobiele MCI; een onderdeel van zogenaamde eyes-free mobiele in-
teractie welke een minimale combinatie van visuele modaliteit mogelijk maakt met andere
sensormodaliteiten, waardoor de gebruikerservaring van het smartphonegebruik verbeterd
kan worden.

In het eerste gedeelte van dit proefschrift richten we ons op het ontwerp en de vali-
datie van systemen voor locatiebewuste multimediale berichten, en hoe deze kunnen leiden
tot speelse interactie in een minimale setting. Vervolgens kijken we naar hoe stedelijke
interacties met elkaar verbonden zijn over verschillende locaties, middels het ontwerpen
en valideren van een exploration-based route planner welke gebruik maakt van een grote
hoeveelheid geotagged data.

In het tweede gedeelte van dit proefschrift onderzoeken we nauwlettend de bruik-
baarheid en de algemene gebruikerservaring welke is geassocieerd aan het gebruik van
3D mobile gestural interactie, specifiek op momenten dat fouten in de herkenning van
bewegingen optreden. We laten zien dat 3D mobile gestural interactie zelfs bruikbaar is
bij het optreden van detectiefouten, en onderzoeken vervolgens twee voorbeeldapplicaties.
Daarna richten we ons nogmaals op hoe 3D gestural interactie kan worden toegepast in een
speelse context, door te kijken naar bewegingsgestuurde muziekcompositie en het spelen
van computerspelen. Tenslotte onderzoeken we hoe minimale mobiele interactie kan wor-
den gebruikt voor het ondersteunen van mobiele gebruikersauthenticatie, gebruikmakende
van 3D gestural input.

Tezamen laten onze gebruikerstudies zien dat interactieontwerpers schermgebaseerde
interactiemethoden niet per direct op hoeven te geven, noch dat ze zouden moeten stop-
pen met het ontwerpen voor de visuele modaliteit van de gebruikers; ze moeten deze juist
aanvullen met context-awareness of 3D gestural input oplossingen. Hiermee kunnen de
mogelijkheden voor het ontwerpen en het ontwikkelen van mobiele systemen en appli-
caties worden verhoogd zodanig dat de werkelijke interactie die is vereist van de gebruiker
tot een minimum wordt beperkt.
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In the last 20 years, the widespread adoption of personal, mobile computing 
devices in everyday life, has allowed entry into a new technological era in 
Human Computer Interaction (HCI). The constant change of the physical 
and social context in a user’s situation made possible by the portability 
of mobile devices means that the user’s attention becomes limited. This 
can negatively impact the user experience. To deal with this problem, this 
thesis draws from two developments in HCI, context-awareness and 3D 
gestural input. From these developments, we introduce the concept of 
minimal mobile HCI, a subset of eyes-free mobile interaction that allows 
minimal combination of the visual modality with other sensory modalities 
to improve the user experience of interacting with smartphones.

In the first part, we look closely at the design and evaluation of location-
aware multimedia messaging systems, and how they can lead to playfulness 
in a minimal interaction setting. We then look at how urban interactions are 
connected across locations by designing and evaluating an exploration-
based route planner that makes use of large amounts of geotagged data. 
In the second part, we look closely at the usability and user experience 
issues associated with 3D mobile gestural input when recognition errors 
occur. Upon showing that this form of interaction is usable in the face 
of errors, we then investigate two example applications. We revisit the 
playfulness domain, and investigate how 3D gestural input can be applied 
to music composition and gaming. Finally, we look at how minimal mobile 
interaction can be used to support mobile user authentication using 3D 
gestural input. 

Together, our user studies show that interaction designers need not 
abandon screen-based interaction, nor stop designing for users’ visual 
modality, only complementing it with context-awareness or 3D gestural 
input solutions. This can expand the design space for designing and 
developing mobile systems/applications that keep user interaction costs 
at a minimum.
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