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ABSTRACT

Head-mounted displays allow user to augment reality or dive into
a virtual one. However, these 3D spaces often come with problems
due to objects that may be out of view. Visualizing these out-of-
view objects is useful under certain scenarios, such as situation
monitoring during ship docking. To address this, we designed a lo-
fi prototype of our EyeSee360 system, and based on user feedback,
subsequently implemented EyeSee360. We evaluate our technique
against well-known 2D off-screen object visualization techniques
(Arrow, Halo, Wedge) adapted for head-mounted Augmented Real-
ity, and found that EyeSee360 results in lowest error for direction
estimation of out-of-view objects. Based on our findings, we outline
the limitations of our approach and discuss the usefulness of our
developed lo-fi prototyping tool.
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Figure 1: Google Cardboard with zoom-in on EyeSee360 vi-

sualization. Best seen in color.

1 INTRODUCTION

In recent years, Augmented Reality (AR) and Virtual Reality (VR)
technology have experienced a sustained upswing (e.g., for naviga-
tion [21], interaction [24] or collaboration [18]). The fundamental
idea of these technologies is to alternate the percieved reality by
augmenting or virtualizing it. Experienced in a head-mounted de-
vice, users can use such technologies hands-free and while mobile.
This has advantages in many spatial working environments where
machines have to be operated by hand (e.g. emergency rooms [27])
or in situations where the user is moving. However, due to biologi-
cal factors, the human visual range is restricted, whereby humans
can only perceive parts of their environment at once while every-
thing else is hidden out of view. This problem is amplified when
a head-mounted device is further limiting the field of view (e.g., a
Virtual Reality headset). Essentially, this is a problem that arises in
situations where spatially distributed objects that are out of view
need to be observed or tracked. In previous work [8], a first so-
lution for perceiving information about out-of-view objects has
been suggested for the AR space. However, the proposed solution
encodes only direction information limited by a decreasing accu-
racy for increasing direction angles between the users line of sight
and out-of-view objects. In other words, the problem of perceiving
information about out-of-view objects in the 360 degrees around
the user has not yet been solved for the AR or VR space, especially
given the range of head-mounted devices today.
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In this paper, we investigate the problem of how to represent
out-of-view objects in head-mounted Augmented Reality. To do so,
we visualize the direction and distance towards out-of-view objects
with representations of them on a head-mounted device. Here, we
came up with a new visualization technique for out-of-view objects.
We compared it to adaptations of well-known 2D techniques (Ar-
row, Halo and Wedge) proposed in [8]. These adaptions are limited
to visualizing the direction towards out-of-view objects and there-
fore, we can only evaluate our direction encoding with it. To our
knowledge, there is no previous work that addresses visualization
of direction and distance towards out-of-view objects at the same
time.

Our goals in this paper are to design, implement and evaluate
visualization techniques for out-of-view objects in head-mounted
Augmented Reality. We ask the following research questions: (1)
What is a suitable way for visualizing out-of-view objects in Eye-
See360, our system that uses the 360° space around the user? (2)
What are suitable representations for encoding distance of out-of-
view objects? (3) Which visualization technique (EyeSee360, Arrow,
Halo, Wedge) for head-mounted Augmented Reality results in the
best user performance with respect to direction estimation, work-
load and perceived usability?

We make two research contributions to the Spatial User Interac-
tion community:

(1) We present a lo-fi head-mounted prototyping tool that
allows quickly testing and refining design ideas.

(2) We design, implement and evaluate a novel out-of-view ob-
ject visualization technique EyeSee360 that can serve as a
starting point for future work and compare it to adapted 2D
off-screen visualization techniques (Arrow, Halo, Wedge).

2 RELATED WORK

Three main approaches have been proposed for the encoding of
off-screen objects: Overview+detail (O+D), Contextual views, and
Focus+context (F+C) [6, 9]. In the O+D approach, a miniature map
of the surroundings is shown in addition to the detailed view (e.g.
as a road map). The problem with this approach is the cognitive
load to integrate all views into one overall understanding of the
map. Contextual views and F+C both overlay the current focus with
context information. The approaches differ in the kind of transition
between focus and context. In the F+C approach the transition is
soft (e.g. fisheye-views that convey a distorted view [25]) and for
Contextual views the transition is hard (e.g. arrows pointing into
off-screen space [5]). Both approaches seem to be feasible to be used
for head-mounted Augmented Reality. A list of relevant off-screen
visualization techniques using these two approaches is shown in
Table 1. Aside from research, off-screen visualization is frequently
used in computer games. An early example in 2D games is Tecmo
Bowl (1987)1 that uses simplified arrows. In 3D games like X-Wing
(1993)2 or the newer Eve: Valkyrie (2016)3 a radar-like visualization
is used. But since these commercial solutions do not offer any user-
driven evaluations we consider themmore as a source of inspiration
for our visualization technique.

1https://en.wikipedia.org/wiki/Tecmo_Bowl
2https://de.wikipedia.org/wiki/Star_Wars:_X-Wing
3https://en.wikipedia.org/wiki/Eve:_Valkyrie

Technique Objects Dim. HMD Distance

City Lights [33] multiple 2D no yes
Halo [1] multiple 2D no yes

Arrows [5, 13] multiple 2D no yes
Wedge [9] multiple 2D no yes

EdgeRadar [10] multiple 2D no yes
SidebARs [27] multiple 2D no no
Aroundplot [14] multiple 3D no no

3D-Halo Circle [32] multiple 3D no no
3D-Halo Projection [32] multiple 3D no yes
3D-Arrows [4, 26, 31] multiple 3D no yes
Attention Funnel [2] single 3D yes no
ParaFrustum [30] single 3D yes no

Table 1: Comparison between prior off-screen object visual-

ization techniques.

2D Visualization Techniques. Zellweger et al. [33] presented
City Lights which provides contextual information along the bor-
ders but it is difficult to guess the position of the off-screen objects.
Therefore, Halo was suggested as an improvement [1]. It uses cir-
cles drawn with their center around the off-screen object and cut
the border of the screen slightly. However, a problem of Halo is
cluttering, which is the accumulation of many Halos in corners. Sev-
eral studies compared Halo with Arrow approaches [5, 13], where
Arrows with fixed sizes performed worse while scaled arrows per-
formed better. Also the amount of visible objects have a high impact
on the performance. An improvement of Halo to avoid cluttering is
Wedge [9]. Instead of circles they propose isosceles triangles, which
use less space. Given the foregoing, we choose Arrow, Halo and
Wedge to compare our approach against, since they are well studied
and lend themselves easily to head-mounted AR views. Another
approach is by Siu and Herskovic [27], who propose SidebARs for
improving awareness of off-screen objects. However their AR sys-
tem is not head-mounted, and objects were presented only on a 2D
plane. Finally, Gustafson et al. [10] present EdgeRadar, which shows
how to use focus and context for off-screen object visualization
without distortion effects ś their approach serves as inspiration to
our EyeSee360 technique.

3D Visualization Techniques. It seems natural for a head-
mounted AR system to use a strategy for off-screen objects in
3D. However, most solutions in this field have limitations making
them less feasible for visualizing out-of-view objects in a head-
mounted device. AroundPlot from Jo et al. [14] uses a mapping
from 3D spherical coordinates to 2D orthogonal fisheye and dy-
namic magnification. However, an orthogonal mapping leads to
the corner-density problem and the positive and negative effects of
dynamic magnification need to be examined in further studies. 3D
Halo Circle and 3D Halo Projection from Trapp et al. [32] have been
proposed for virtual environments. Both approaches suffer from
visual clutter. Moreover, other solutions like 3D-Arrows are limited
to objects in front of the user (e.g., [4, 26, 31]) or to one off-screen
object at a time (e.g. Attention Funnel [2]). For Attention Funnel
and for ParaFrustum [30], head-mounted devices are used to dis-
play the visualization technique. A different approach to represent
out-of-view objects in Virtual Reality is a "world in miniature" but
it uses an O+D approach and is therefore not considered [28].
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3 GENERAL APPROACH

To address the problem of out-of-view objects in 3D space, we divide
the problem into two subproblems: visualizing the direction of an
out-of-view object and visualizing the distance towards this object.
This makes sense since many use cases require only a visualization
of the direction information (e.g. monitoring tasks). As a first step,
we attempt at encoding direction information. To do so, we drew on
prior work on mobile (small screen estate) off-screen visualizations
(see Table 1). From the various previous approaches, we identified
two approaches that are fitting for our context of use.

The first approach is Focus+context, which uses a soft transi-
tion, and the second approach Contextual Views, which uses a
hard transition. Both overlay the screen border with context in-
formation as these approaches are drawn from 2D displays. Only
these two seem fitting for head-mounted Augmented Reality as the
information overlays are not centered on-screen, and displayed pe-
ripherally along the outer part of the screen. This means the user’s
direct (foveal) line of sight remains unaffected by visual changes
[16]. Furthermore, across both approaches the visualizations use
representations of the off-screen objects that are placed in the same
direction as the off-screen object itself, and thereby are in line with
the human frame-of-reference [14].

As a starting point, we found that the Focus+context approach
is more effective for developing a new visualization technique be-
cause the design of the representations is easier to perceive [19].
This is relevant since the border of the screen becomes the periph-
ery of the user in a head-mounted device. In addition, EdgeRadar
showed that moving objects can be tracked more accurately with it
than with Halo[10]. This is relevant since EdgeRadar [10] served
as inspiration for our technique. To also consider techniques from
the Contextual Views approach we evaluate against Arrow, Halo
and Wedge adapted for head-mounted Augmented Reality [8].

4 PART I: EYESEE360 CONCEPT VALIDATION

As a first step, we explore the design and development of our Eye-
See360 technique for visualizing out-of-view objects in the 360°
surrounding the user.

4.1 Concept Definition

We created three different variants for the encoding of direction
information and three different levels of support in EyeSee360. In
the peripheral field of view, an inner ellipse and an outer ellipse
are drawn. The inner ellipse is the representation of the field of
view and is sized so as not to occlude the user’s focus. Objects
within the field of view are not considered out-of-view objects. The
outer ellipse represents the 180° line (behind the user) from top
(90°) to bottom (90°). We choose an ellipse because of human color
perception. In Figure 2 it is visible that the binocular human vision
is wider compared to its height. Further, we need to represent up
to 180° behind the user and only up to 90° to the top.

Objects that are not currently visible are displayed as a dot be-
tween the outer and inner ellipse. Position of this dot determines
its position out of view. Left and right are shown up to 180° and up
and down up to 90°. This makes it possible to visualize any position
of out-of-view objects in 3D space. The three different variants
for direction encoding we explored are as follows: Variant 1: Only

Figure 2: The perception of colors in the human field-of-

view. Each colored line represents the outer border of its

percieved limits [15, 29]. Light green represents the binoc-

ular field of view and dark gray represents the monocular

field of view [22]. Best seen in color.

an inner and outer ellipse (Ellipses). Variant 2: Ellipses + 0° lines.
Variant 3: In addition to 0° lines, there are now helplines for 45°
steps (Helplines). Additionally we have three different variants for
distance encoding: Variant 1: size, Variant 2: color and Variant 3:
size and color; see Figure 3. The cross seen in Figure 3 will be placed
in the center of the human field of view.
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(a) Elipse with size

1
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(b) 0° lines with color

1
2

3

4

5

(c) Helplines with combination

Figure 3: Variants of EyeSee360. Best seen in color.

To represent the distance of objects, the following represen-
tations can be considered: size, color, brightness and animation.
Brightness was excluded from the selection early on, as it would
leave objects with low alpha values to be faded. Since brightness is
influenced by the environment, unintentional changes in perception
can occur. An animation could let us animate objects (e.g. blinking)
with a high frequency, however animation in the periphery triggers
attention towards it and therefore should only be used for attention
shifting and not for continuously visualization of information.

The two other forms of size and color have been selected as
possible candidates for distance representation. Colors are already
important when it comes to attention (e.g., traffic lights). On the
other hand, we have a natural association with distance and size.
The further away something is, the smaller it looks. A combination
of both forms is also possible. Here, it is important that the two
colors are clearly distinguishable on every step of their color gradi-
ent. Therefore, we choose red and yellow for our experiment. Red
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for closer objects because we consider them to be more important
and yellow for objects far away. Further, it is important that the
sizes of the different distance encodings are clearly distinguish-
able. However, a limit of the size must be considered. Very large
representations of the out-of-view objects lead to more frequent
overlapping. The size, color and their combination for distance
representation are therefore compared (variants) in the following
concept validation study.

4.2 Concept Validation Study

To validate the concept of EyeSee360, we ran a concept validation
study. Our goal was to evaluate if users are able to determine the
position of out-of-view objects with EyeSee360. To test our concept,
we developed a rapid prototyping tool that allows researchers to
rapidly test non-changing head-mounted see-through views with-
out implementation.With this tool, we could use simple slides to get
users’ impression. Here, we needed to develop our own prototyping
tool as previous tools such as the PapAR tool by Lauber et al. [17]
do not consider head-mounted devices, or focus on the interface
elements [7] and not on visualizing information. Our prototyping
tool is not limiting the human field-of-view because of transparent
materials.

4.3 Designing the Lo-fi Prototyping Tool

We laser cut our prototyping tool (Figure 4). We used Plexiglass
manufactured glasses which allow sliding in film slides (known as
transparencies or viewfoil) in the front. The user is then able to
explore static see-through layers and their effects on a perceived
environment. It is even possible to have more layers. Since no
lenses were used, care must be taken that human perception does
not allow any content to be focused directly in front of the user.
Accordingly, a suitable distance between the film and the human
eye must be taken into account. It should be noted that this distance
must always be greater with increasing biological age.

Figure 4: Person wearing our lo-fi AR prototyping tool. Best

seen in color.

4.4 Study Design

To evaluate the performance of the three variants (color, size, com-
bination) described above we conducted a comparative user study.
The user study was designed as a lab study and took place in an
empty office roomwith white walls and darkened windows to avoid
effects of different light conditions. We lit the room with artificial
light (around 600 lux). We used quantitative methods to objectively
evaluate the performance combined with SUS questionnaires to
gain insights into the perceived usability of these variants. For this
validation study, we fixed several parameters: (1) All objects were
homogenously distributed out of view in 3D space to fit all direc-
tions and distances equally (2) The users viewing angle onto the
objects and the position of the objects did not change throughout
the study (3) The number of displayed objects was fixed to 5. We
investigated user performance (accuracy) and subjective variable
perception for object direction and distance.

In this study, we have two independent variables: Support with
3 levels (basic vs. 0° lines vs. help-lines), and Attribute with 3 levels
(size vs. color vs. combination). Since we could not separate direc-
tion from distance information, it was not necessary to test out all
9 possible combinations, and instead the three versions of direction
and distance encoding were subsequently combined. This resulted
in three overall visualizations: circles with size, 0° lines with color,
and helplines with both. (see Figure 3).

We used a questionnaire to measure the variable perception in
the periphery. We asked participants how many object represen-
tations they perceived per run if they focused on a cross in the
center of the slides. This was our perceptibility dependent variable.
Performance (for direction and distance) was measured through
paper-based responses, where participants had to indicate on sheets
of paper with diagrams. First, we asked for vertical direction to-
wards the object, second for horizontal direction towards the object
and third for distance to the object. Vertical and horizontal direc-
tions were measured by binning responses into 30° range categories
(see Figure 5a and 5b). For example a participant could say the
vertical direction is between 30 to 60° and the horizontal direc-
tion is between 150 to 180°. Distance was measured in four classes:
very near, near, far, very far (see Figure 5c). Before the test session,
each participant was given a tutorial to get familiarized with these
distance classes.

For this study, we asked: RQ1: Which EyeSee360 visualiza-

tion concept performs best with respect to accuracy for di-

rection and distance towards the out-of-view object, and can

be perceived well in the periphery? Our dependent variables
were: perceptibility (the amount), horizontal direction, vertical di-
rection, and perceived distance.

Given our concept definition and study setup, we posit the fol-
lowing hypotheses: H1: Direction encoding with helplines re-

sults in better user performance than without helplines. H2:

Distance encoding results in better user performance with

combination than with color or with size.

To avoid learning effects or fatigue, we counterbalanced our
independent variables. Using a Latin square design, we arrive at 3
rows for the study. For each visualization combination, 10 slides
where prepared. This corresponds to a total number of 30 slides.
Since our rapid prototyping approach requires a change of the
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Vertical direction

(a) Vertical direction form
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-30°
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-150°
180°

30°

60°

90°

120°

150°

Left Right

Horizontal direction

(b) Horizontal direction form

very near near far very far

Distance

(c) Distance form

Figure 5: Paper-based forms to collect user input.

slides, we limited each condition to only 4 out of the 10 possible
slides (which are variations of that condition). The choice of these
4 slides was chosen randomly.

4.5 Procedure

At the start of the study, participants received an introduction to
out-of-view objects and were given a demo where they could look
at the different visualization techniques. All possible variants of
the visualizations were explained in detail using the three slides
in Figure 3. As already mentioned, the order of the visualizations
was counterbalanced. The three different visualizations were then
applied successively to the AR prototype during the main part of
the study.

First, participants were asked how many out-of-view object rep-
resentations can be seen if s/he concentrates on the cross at the
center of the slide. The maximum number of representations that
can be seen on each slide is five. Next, the experimenter, together
with the participant, walked through each numbered representation
starting at one to five, asking for the three necessary values: vertical
direction, horizontal direction and distance. As mentioned earlier,
the used forms can be seen in Figure 5. After all visualizations were
completed, participants filled out an SUS questionnaire, followed by
a questionnaire with four questions concerning the implementation
of the visualizations. At the end of the study, participants filled out a
personal information form (age, gender, experience with off-screen
objects rated on a 5-point Likert-scale, where 1 is strongly disagree).
Each session lasted between approximately 60-75 minutes.

4.6 Participants

We recruited 19 participants4 (8 females), aged between 20 and 61
years (M=28.3, SD=11). None suffered from color vision impair-
ments, and all had normal or corrected vision. 11 had no experience

4To obtain sufficient power for our data, we need 18 participants in our study. We
calculated this value with G*Power under two-way ANOVA (α = 0. 05 and 1− β = 0.8)
based on the three different variants of visualization techniques. For the perception in
the periphery we get 216 data points because we get this based on the slides and not
on every object (f = 0.22). For direction and distance towards out-of-view object we
get 1080 data points and we are able to show small effect sizes of (f = 0.1).

with off-screen objects, and eight were somewhat familiar with
such visualizations (Md=1, IQR=1-2).

4.7 Results

PerceptibilityWe consider the effects of three different conditions
(size, color, combination) on object perceptibility. On each slide,
five out-of-view objects were shown to the participant. To mea-
sure the perception performance, the user was asked to focus on
a cross in the center of the slide and to state the number of rep-
resentations for out-of-view objects that are visible. This helped
us to see if a representation was too small or a color could not
be perceived. The mean perceived number of objects (Max=5) for
’Ellipse with size’=4.91, ’0° lines with color’=4.63 and ’Helplines
with combination’=4.62. Normality here was not assumed because
the Shapiro-Wilk test was significant (p < 0.001). We therefore ran
a Friedman test, which revealed a significant effect of different
encodings on perception error (χ2(2)=21.24, p < 0.001, N=19). A
post-hoc test using Wilcoxon Signed-rank with Bonferroni cor-
rection showed significant differences between some conditions,
which are shown in Table 2.

Comparison P-value ϕ-value

Ellipse with size + 0° lines with color < 0.001 0.33

Ellipse with size + Helplines with combination < 0.001 0.36

0° lines with color + Helplines with combination 0.85 0.03

Table 2: Pairwise comparison of perceptibility conditions.

Direction AccuracyWe consider the effects of three different
variants of our EyeSee360 technique (’Ellipse with size’, ’0° lines
with color’, ’Helplines with combination’) on vertical and horizon-
tal direction accuracy. It is important to know that we divided the
different degree values in classes or buckets, where each bucket
represents 30° of angle. These buckets were used to simplify partic-
ipant input entry. For example if the out-of-view object’s position
is within 0° and 30° horizontally and the user thinks it is located
between 60° and 90°, the error will be 2 because the guessed class
is two points away from the correct one.

For vertical we had 6 (90° up, 90° down) and for horizontal we had
12 buckets (360° surround). The mean errors for vertical direction
are ’Ellipse with size’=0.19, ’0° lines with color’=0.15 and ’Helplines
with combination’=0.12 (max. error possible 5). The mean errors
for horizontal direction are ’Ellipse with size’=0.63, ’0° lines with
color’=0.51 and ’Helplines with combination’=0.28 (max. error pos-
sible 6). For vertical direction error, a Shapiro-Wilk-Test showed
that our data is not normally distributed (p < 0.001), and thereafter
we ran a Friedman test that revealed no significant effect of different
encodings on vertical distance error (χ2(2)=2.98, p = 0.225, N=19).

For horizontal direction error, a Shapiro-Wilk-Test showed that
our data is not normally distributed (p < 0.001), and thereafter we
ran a Friedman test that revealed significant effects on all encodings
for horizontal error (χ2(2)=48.27, p < 0.001, N=19). A post-hoc test
using Wilcoxon Signed-rank with Bonferroni correction showed
significant differences for some conditions (see Table 3).

Here, the pairwise comparisons show that the lower mean error
for horizontal direction for ’Helplines with combination’ is signif-
icant compared to ’Ellipse with size’ and ’0° lines with color’. In
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Comparison P-value ϕ-value

Ellipse with size + 0° lines with color 0.076 0.06

Ellipse with size + Helplines with combination < 0.001 0.24

0° lines with color + Helplines with combination < 0.001 0.19

Table 3: Pairwise comparison of help variations for horizon-

tal direction.

Figure 6 the horizontal and vertical direction error is plotted for all
three variants combined. It is visible that most of the error of the
paritcipants is limited to error class 1, which means guessing the
direct neighbour of the correct bucket.
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Error classes
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Figure 6: Barplot on error rate of horizontal and vertical di-

rection error.

Distance Accuracy We investigated the effects of three differ-
ent Attribute conditions (’Ellipse with size’, ’0° lines with color’,
’Helplines with combination’) on distance accuracy. Here again,
we created a class- or bucket-based encoding for distance: very
near, near, far, very far. The mean errors for distance are ’Ellipse
with size’=0.15, ’0° lines with color’=0.07, ’Helplines with combina-
tion’=0.09 (max. error possible is 3). A Shapiro-Wilk-Test showed
that they are not normally distributed (p < 0.001), and a Fried-
man test revealed significant effects on the encodings for distance
(χ2(2)=20.34, p < 0.001, N=19). A post-hoc test using Wilcoxon
Signed-rank with Bonferroni correction showed significant differ-
ences for some conditions (see Table 4).

Comparison p-value ϕ-value

Ellipse with size + 0° lines with color < 0.001 0.14

Ellipse with size + Helplines with combination < 0.001 0.12

0° lines with color + Helplines with combination 0.618 0.02

Table 4: Pairwise comparisons of help variations for dis-

tance.

System Usability Scale For this concept validation study, our
rapid prototype of EyeSee360 scored 71 on the SUS, which is just
on the threshold for acceptable usability [3].

User Feedback To gain more specific feedback, we gave partic-
ipants four 5-point Likert-scale questions (1 - strongly disagree, 5
- strongly agree). Participants could not strongly distinguish the
colors used for distance encoding (Md=4, IQR=4-5), could strongly
distinguish the sizes used for distance encoding (Md=4, IQR=3-
4), did find the inner elipse of the visualization confusing (Md=2,

IQR=1-2), and found the helplines in the visualization helpful for un-
derstanding the direction encoding (Md=5, IQR=4-5). Participants
reported that the color yellow is not very perceptible, especially
when shown on the periphery. This is in line with our findings of
the perceptibility of representation in our early prototype that use
the yellow color. Another point reported by users was that two very
close out-of-view objects can not be encoded by our visualization
because one can occlude the other.

4.8 Discussion

In validating our lo-fi EyeSee360 prototype, a number of issues
arose. First, helplines were deemed to be the most useful by par-
ticipants, and also had the lowest error on direction estimation,
which fed into later design iterations. Therefore, we can accept our
hypothesis H1. Second, color and the combination of color with
size overall were the best attribute for distance encoding, as shown
from our quantitative results. But since there was no significant
difference between color and color with size we can not accept
our hypothesis H2. Finally, the SUS scores indicated acceptable
perceived usability for this lo-fi prototype, which provided further
support for implementing our final EyeSee360 prototype.

5 PART II: EYESEE360 EVALUATION STUDY

Given the promising results of the Concept Validation study, we
implemented the best performing version of our novel EyeSee360
visualization technique. This was done for two reasons: First, we
are now able to evaluate this technique in an actual implemented
prototype, which increases ecological validity. Second, we can then
compare our new visualization technique with the adapted versions
of three well-known 2D off-screen visualization techniques (Arrow,
Halo and Wedge) for encoding the direction towards out-of-view
objects [8]. Additionally, we evaluated the distance encoding of
EyeSee360. We further investigate the subjective workload incurred
from all tested visualization techniques and asses their usability
with the SUS score. To evaluate the scalability of EyeSee360 we
tested with different Number of Objects (three vs. five vs. eight).

5.1 Implementation

All visualizations here were implemented for Google Cardboard,
where the video see-through variant was used. Vuforia was ad-
ditionally used for the implementation to keep the out-of-view
objects at fixed position in the environment. We used the Vufo-
ria environment tracking based on the Gyroscope sensor of the
smartphone. Our Google cardboard used for the evaluation had a
field-of-view of 45° horizontal and 30° vertical. Our development
was done in Unity and our implementation of EyeSee360 supports
various devices (Google Cardboard, Microsoft Hololens, Oculus Rift
etc.)5.

Our validation study showed that a visualizationwith 45° helplines
is best suited to recognize the rotation direction of out-of-view
objects (Variant 3: Helplines with both; cf., Figure 3c). The repre-
sentation of distance through colors and color and size were shown
to be the best performing variants. To avoid too many conditions
we chose to use only color since it revealed the smallest mean error.
However, we found that showing yellow in the periphery was not

5https://github.com/UweGruenefeld/EyeSee.
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very perceptible. For this reason, a color gradient from blue to red
was chosen based on the cold and warmmetaphor used for example
in heatmaps6 [11]. Here, red stands for very close and blue for far
away.

In addition, the EyeSee360 visualization has to now represent
objects dynamically through their representations. This means that
the image has to change depending on the user’s viewing direction.
Furthermore, the previous visualization must be adapted to the
smartphone. Here, the field of view was represented by an inner
elipse. Due to the video see-through variant however, the camera
image is looped through the device and output on the screen. Since
this output no longer has a round shape but a rectangular shape,
the inner area of the visualization must be adapted accordingly to
also become rectangular. In other words, the looped camera image
is the new field of view and since this image is retangular the focus
area needs to be rectangular too. A further adaptation is that this
focus area has to move when the user looks up or down, that is, in
the vertical direction as the users adjusts her/his field of view. In
these cases, the inner visualization moves along.

5.2 Study Design

The second study was also designed as a lab study and took place
in the same empty office room with the same light conditions. The
study is split into two parts, where the first aim is to compare
the direction encoding of EyeSee360 with Arrow, Halo and Wedge
(Part 1), and subsequently to evaluate the distance encoding for
EyeSee360 (Part 2). Further we measure the SUS scores and the
subjective workload for the different visualization techniques. For
this study, we had to fix three parameters: (1) first, all objects were
randomly distributed out of view in 3D space with equal possibili-
ties for every possible direction and distance (ecxept the 3D space
within the user’s view) (2) Second, distance was ranged between 0%
and 100% with one meters distance at 100% (3) Third, the position
of the out-of-view objects are world-fixed, however not ego-fixed
(or user fixed). For this study, we ask: RQ2: Which visualization

(Arrow, Halo, Wedge, EyeSee360) for head-mounted AR re-

sults in the best user performance with respect to direction,

usability and workload?

In the first part of the study, we investigate if the dependent
variable Direction Accuracy is influenced by the independent vari-
ables Visualization (Arrow vs. Halo vs. Wedge vs. EyeSee360), En-
vironment (180° vs. 360°) and Number of Objects (three vs. five vs.
eleven). This repeated-measures within-subjects factorial design
results in 24 different conditions. Additionally, we investigated if
the dependent variables Usability and Workload are influenced by
the independent variable Visualization (Arrow vs. Halo vs. Wedge
vs. EyeSee360). In the second part of the study, we investigate if
the dependent variables Distance Accuracy and Search Time are
influenced by the independent variables Visualization (EyeSee360),
Environment (360) and Number of Objects (three vs. five vs. eleven).
This repeated-measures within-subjects factorial design results in
3 different conditions.

Given our concept definition and study setup, we posit the fol-
lowing hypotheses:

6https://en.wikipedia.org/wiki/Heat_map

H1: EyeSee360 performs better thanArrow,Halo, andWedge

visualizations for estimating direction for all environments

(180°, 360°).
H2: The measured workload for EyeSee360 is higher than

for the visualizations Arrow, Halo and Wedge.

5.3 Procedure

At the beginning of the study, participants got an introduction to
out-of-view objects and were given a demo where they could test
the different visualization techniques.

Part 1: Direction Estimation In the first part, participants had
to locate out-of-view objects under two different areas of environ-
ments (180° vs. 360°). These ranges are 180° ahead of the user or 360°
around the user. The order of visualization, number of objects, and
environment were presented according to a Latin square design,
followed by randomization. The out-of-view objects were created
randomly in the corresponding area of the environment (180° vs.
360°). As mentioned earlier, none of the objects occupied the user’s
viewport. Each combination of visualization, number of objects and
environments was tested in 3 iterations. In each iteration, three rep-
resentations were chosen randomly and successively highlighted
green and then the participant had to guess the position of the
according object to the representation without seeing the object
itself.

To accomplish this, the participant had a green cursor in the
center of the screen and a remote controller to confirm the current
cursor position as the out-of-view object’s position. The cursor
could be moved by head movement. To avoid getting the exact
position of an out-of-view object in a given technique through
head movement, the visualization technique was only visible in a
small area directly in front of the participant. Moving the green
cursor out of a black circle disabled the visualization technique and
the participant had to guess the out-of-view object’s position by
the affordances the technique offered (see Figure 7). The direction
error is measured as angle between the position specified by the
participant and the actual position of the object. We had to change
the input method from verbal reporting in the concept evaluation
study to digital input to enable participants to specify the position of
out-of-viewwith higher accuracy. Further, in pilot trials participants
stated that writing on a paper while looking through a video-see-
through device feels uncomfortable.

Figure 7: Left: green cursor is on the inside of the black cir-

cle and EyeSee360 is visible. Right: green cursor is on the

outside of the black circle and EyeSee360 is not visible. Best

seen in color.
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After each visualization, users had to fill out a SUS[3] and a
NASA-TLX[12] questionnaire about the used visualization tech-
nique.

Part 2: Distance Estimation and Search task In the second
part, we evaluated the distance encoding for EyeSee360. Addition-
ally, participants were asked to find the out-of-view object. The
order of different number of objects were randomly presented. The
out-of-view objects were created randomly in 360° around the user.
Again, none of the objects occupied the user’s viewport. Each num-
ber of objects was tested in 2 iterations. In each iteration, three
representations were chosen randomly and successively the partic-
ipant had to do the following two tasks with each chosen represen-
tation: (1) The chosen representation is highlighted, and the user
had to estimate the distance towards the represented out-of-view
object by moving a three-dimensional object on an axis extending
from the user into the viewing space. The object was moved with a
remote controller (2) Once the distance is entered, the highlighting
is canceled, and the user’s task is now to locate the represented
object. This is accomplished by using the green cursor in the center
of the screen to select one of the now visible out-of-view objects.
The selection was confirmed with a remote controller.

At the end of the study, participants filled out a personal informa-
tion form (age, gender and rated their experience with out-of-view
objects and head-mounted devices on a 5-point Likert-scale, where
1 is strongly disagree and 5 is strongly agree). Each session lasted
between approximately 45-60 minutes.

5.4 Participants

We recruited 16 participants7 (8 females), aged between 20 and
63 years (M=30.6, SD=12.7) Most participants did not have much
experience with visualizations of off-screen objects in 3D space
(e.g., from video games) (Md=1, IQR=1-2), nor with head-mounted
devices (e.g., AR or VR) (Md=1, IQR=1-1).

5.5 Results

Direction Accuracy We consider the effects of the three factors
(Visualization, Number of Objects, Environment) on mean direc-
tion error. The mean errors for the visualization techniques are:
Arrow=31.23°, Halo=29.74°, Wedge=28.52° and EyeSee360=21.25°.
The direction errors are compared in Figure 8.

A Shapiro-Wilk-Test showed that our data is not normally dis-
tributed (p < 0.001), and thereafter we ran a Friedman test that
revealed a significant effect of visualization technique on direc-
tion error (χ2(3)=27.55, p < 0.001, N=16). A post-hoc test using
Wilcoxon Signed-rank with Bonferroni correction showed signifi-
cant differences between the four groups (see Table 5). EyeSee360
has a significantly lower direction error than Arrow and Halo. Fur-
thermore, in Figure 8 it is visible that the standard deviation for
EyeSee360 is the smallest.

Environment: The mean direction errors for environment are
24.06% for 180° and 31.31% for 360°. As we compare two matched

7The number of participants was calculated with G*Power for ANOVA. For direction
we have 24 combinations. We assumed a alpha of 0.05 and a power of 0.8 (α = 0.05, 1 -
β = 0.80). We need at least 14 participants to measure mean effect sizes (f = 0.25). For
distance we again assumed a alpha of 0.05 and a power of 0.8 (α = 0.05, 1 - β = 0.80).
With 14 participants we can also measure mean effect sizes of (f = 0.25).
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Figure 8: Boxplot of mean direction error for visualizations.

Comparison P-value ϕ-value

Halo, Arrow 0.723 0.01
Wedge, Arrow 0.053 0.06

EyeSee360, Arrow < 0.001 0.20
Wedge, Halo 0.280 0.03

EyeSee360, Halo < 0.001 0.20
EyeSee360, Wedge < 0.001 0.15

Table 5: Pairwise comparisons of visualization techniques.

groups within subjects, we directly performed a Wilcoxon Signed-
rank test. Here we found a significant effect of environment (W =
241170, Z = -8.048, p < 0.001,ϕ = 0.17).We further looked into effects
of environment on each technqiue. We did a Wilcoxon Signed-rank
test for Arrow (W = 12644, Z = -5.7713, p < 0.001, ϕ = 0.17), Halo
(W = 17866, Z = -2.0798, p < 0.05, ϕ = 0.12), Wedge (W = 14258, Z =
-4.6304, p < 0.001, ϕ = 0.14) and EyeSee360 (W = 15216, Z = -3.9531,
p < 0.001, ϕ = 0.12). These were all shown to be significant.

Number of Objects: Further, we investigated if the number of
objects has a significant effect on the direction error. We compare
three matched groups within subjects with a non-parametric Fried-
man test, which revealed no significant effect of number of objects
on direction error (χ2(2)=3.2604, p = 0.20, N=16).

SubjectiveWorkloadAccording to hypothesis H2, we expected
that EyeSee360 would have a higher subjective workload than Ar-
row, Halo and Wedge. Here, we compared the four matched groups
(Workload scores for Arrow: 47.6, Halo: 42.5, Wedge: 44, EyeSee360:
46.6) within subjects with a non-parametric Friedman test. The
Friedman test revealed no significant effect of visualization on
NASA-TLX (χ2(3)=0.43, p = 0.93, N=16). This means we can not
accept or reject the null hypothesis of H2 that there is no difference
in overall workload across techniques.

Distance Accuracy We compare three matched groups (3, 5,
11 objects) within subjects with a non-parametric Friedman test,
which revealed no significant effect of number of objects on distance
error in EyeSee360 (χ2(2)=1.8788, p = 0.39, N=16)). The distance
was measured in a range between 0% to 100%.

Search Time Additionally, we investigated the search time for
EyeSee360. In 297 runs, participants found 251 out-of-view objects
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correctly (success rate of 84.5%). Furthermore, the time needed
to locate the out-of-view objects is important, where the mean
time was 10.4 seconds. The mean time of all correct located objects
is 9.8 seconds. Both values are quite high due to head rotation,
selecting the out-of-view object and confirm the input. As a next
step we divided the necessary rotation to find the object into classes
(containing 30° each). In Figure 9, it is visible that the time needed
to find an out-of-view object is increasing for higher angles except
for 91° to 120°.
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Figure 9: Median time for horizontal direction classes.

System Usability Scale To evaluate the perceived usability of
EyeSee360, the SUS questionnaire was used. The result for the final
prototype of EyeSee360 (68) is above Halo (66) and under Wedge
(70). Compared to the SUS score for the rapid prototype version
(71), it decreases. This is likely due to the fact that we used video
see-through AR for the final prototype. Latencies with looping
the camera to the screen can cause simulator sickness and worse
usability.

Learning effects The number of trials and the time needed by
participants is insufficient to investigate learning effects within
our data. Therefore, to gain more specific feedback, we gave par-
ticipants two 5-point Likert-scale questions (1 - strongly disagree,
5 - strongly agree) to investigate this. Participants felt they were
able to understand the position of out-of-view objects visualized
with EyeSee360 faster over time (Md=4, IQR=3-4), as well as more
precisely (Md=4, IQR=4-4).

5.6 Discussion

In our final evaluation study of EyeSee360, we have a number of
noteworthy findings. First, it appears that EyeSee360 had the low-
est error for direction estimation, in contrast to the adapted 2D
techniques. A pairwise comparison revealed that EyeSee performs
significantly better than Arrow and Halo, but not siginificantly
better than Wedge. Therefore, we can not accept or decline hypoth-
esis H1. Second, the 180° environment setting resulted in better
direction accuracy than the 360° condition, which fits our intuitions
that estimating direction for a larger spatial area is more difficult
than a narrower range. The number of objects did not have any
significant difference.

For workload, we also do not find any differences among the
tested techniques and therefore, can not accept or reject hypothesis
H2. However, we do see an increasing trend in search task time

as direction angle increases. This can have detrimental effects on
workload in a real-life scenario. With respect to distance estimation,
we found that there were no differences across the different num-
ber of objects, however the distance error was in the 5-10% range
(M=9.34, SD=10.26) for all levels. Finally, it seems participants feel
they do get better over time, despite that this was not explicitly
tested.

6 GENERAL DISCUSSION

Advantages of AR Basically, EyeSee360 was inspired by 2D off-
screen visualization techniques such as EdgeRadar [10] and there-
fore, is somehwat similiar to these techniques and familiar. For that
reason EyeSee360 is using a plane projection in the view frustum
of the user. Combined with a head-mounted device, our techniques
offers a constant flow of information regarding out-of-view objects
in the periphery.

From video to optical see-through AR or VR Another issue
that arises in our work is whether our findings can transfer to
other head-mounted AR devices (e.g., optical see-through). To do
so however, measurement of the user’s facial field is necessary
when using optical-see-through devices. By contrast, for devices
with video-see-through technology (as we have done), the facial
field is determined by the camera lens used and therefore easier
to determine. While for this study we were concerned with video
see-through AR technology, we can see the potential of extending
this work towards other AR and especially to Virtual Reality (VR)
environments (since everything is rendered digitally in such an
immersive environment).

Usefulness of Lo-fi prototyping tool From our first study, we
developed a lo-fidelity protoyping tool to quickly test design ideas
for out-of-view objects for head-mounted AR. We argue for the
usefulness of this approach, as it saves both development time and
allows designers to test and iterate quickly on user feedback. This is
especially applicable to a visual domain such as out-of-view objects,
were the exact parameters for size, color and form can vary even
between users (e.g., color blind individuals).

Ecological Validity It is important to reflect on whether our
developed techniques can be used in a real-world scenario. For ex-
ample, ship docking [20] or gaming environments for social aware-
ness [23]. While this was out of our current scope, the ultimate
test of how well our EyeSee360 system can support users would re-
quire longitudinal in-the-wild testing, wherein we can gain greater
insight into the interaction between learning effects, errors, and
the specific context a head-mount AR device is used in (e.g., while
mobile).

Study Limitations We did not measure the task completion
times for the direction accuracy in the second study comparing
Arrow, Halo, Wedge and EyeSee360 as this was not deemed relevant
for answering our initial research question, and rather to focus on
whether users can identify the object, and not do so as quick as
possible. This can be addressed by future work when timing to
locate out-of-view objects is crucial. Further, one could argue that
the method of having to rotate the head of the user to identify the
direction negativly affects the estimation of particpants on direction.
But alternative modes such as having the user click on a 3D sphere
or point in a direction have similar limitations.
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7 CONCLUSION AND FUTUREWORK

In this paper we studied in depth the problem of visualizing out-of-
view objects in head-mounted AR. Therefore, through a concept
validation study and a comparative evaluation study, we proposed
our EyeSee360 technique. This was shown to outperform the 2D
adapted techniques from previous work. Further work should fo-
cus on reducing direction and distance error. Additionally, further
comparative studies are needed for example to evalute EyeSee360
against AroundPlot[14]. Together, our methods and findings pro-
vide the groundwork by which future research on out-of-view
object visualization in head-mounted AR can build on, particularly
optical see-through (e.g., HoloLens) or Virtual Reality devices.
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